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Preface 

Almost every scientific discipline uses "models". However, on closer inspection a 
large variety of different approaches are labeled as "models". For some scientists 
models are per se complex numerical models implemented on computers, but for 
other disciplines models take the form of mechanical analogs. Still others consider 
"models" to be preforms of theories or to be restricted concepts, within which 
basic dynamical (natural science as well as social science) aspects can be under
stood and described. Some models are not built in a systematic scientific manner, 
but evolve through social processes, and become powerful agents in the political 
arena. Thus, the applications of models range from conceptualisations, illustration 
to guidance of the decision process in everyday life and world politics. 

Thus, models are a key concept in sciences, and specifically so in environ
mental sciences, where experiments can hardly be conducted because of the open 
and non-replicable character of environmental systems. Much too often modeling 
is seen and taught as a mere technical process of differential equations, numerics 
and computation, while the philosophical implications (the role of models in the 
process of generating knowledge) are not really thought about. This is a rather 
unfortunate limitation, as it prevents scientists from both acknowledging the in
herent limitation of models and their applicability and fully exploiting their poten
tial in providing added value to observations and theories. Therefore the topic 
"Models in Environmental Research" was chosen for the Second GKSS School of 
Environmental Research, which was held on 23-30 September 1998 in the Ztind
holzfabrik on the bank of the river Elbe in Lauenburg near Hamburg. As with the 
First School "Anthropogenic Climate Change" (von Storch, H., and G. Floser 
(Eds.), 1999: Anthropogenic Climate Change. Proceedings of the First GKSS 
School on Environmental Research, Springer Verlag, ISBN 3-540-65033-4) about 
50 international graduate students and ten lecturers discussed for one week various 
aspects of modeling from a broad range of viewpoints. 

The lectures of the Second GKSS School of Environmental Research "Models 
in Environmental Research" are collected in this volume. The philosophy of mod
eling from the standpoints of a sociologist and of a natural scientist are discussed 
in the first two chapters. The physical and mathematical principles in constructing 
dynamical models are presented in Chapters 3 to 6, covering examples from 
oceanography and meteorology. In contrast, different modeling concepts in ecol
ogy and material research as well as morphology are offered in Chapters 7 to 9, 
while the use and role of statistical techniques is presented in the last two Chapters 
10 and 11. 

Before acknowledging the help of organisations and people in setting up the 
school, a few words about GKSS, its environmental research activities and the 
school may be in order: GKSS is a member of the Hermann von Helmholtz Ge
meinschaft Deutscher Forschungszentren (HGF). Part of its research addresses 
environmental problems with emphasis on water and climate in the coastal zone. 
Its main interests are related to regional climatology and climate change, with 
interdecadal variations in the state of the coastal oceans and the flow of heavy 
metals, nutrients and other materials in river catchments to the coastal zones. This 
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research aims at the understanding of changes in the environment, both because of 
internal (natural) dynamics and because of anthropogenic interference. In order to 
disseminate results of this research as well as to initiate a broad discussion among 
senior scientists in the field and younger colleagues from all over the world, the 
Division of Environmental Research at GKSS has instituted the GKSS School on 
Environmental Research. The present volume covers the topics of the second 
school; the first school, organised in 1997, dealt with anthropogenic climate 
change. A third school, on reconstruction paleoclimatic states, is presently being 
prepared in cooperation with other HGF institutions. Applied environmental re
search has always been aware of the societal implications and boundary condi
tions. Therefore, every discussion about environmental change should comprise a 
social component; in our school we acknowledge this need by having social sci
entists among our lecturers. 

While the second school was funded mainly by the GKSS Research Centre, it 
received significant financial assistance through the Verein der Freunde und 
Forderer der GKSS, Carl Duisberg Gesellschaft, University of Hamburg, and the 
German Climate Computing Centre. The technical and administrative support of 
Ilona Liesner and Beate Gaideike is gratefully acknowledged. 

Hans von Storch, Lauenburg, January 2001 
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Chapter 1 
Models as Focusing Tools: 
Linking Nature and the Social World 

by Nico Stehr 

Abstract 

My paper explores the nature of models as focusing devices in the sciences in 
general, and the symmetries and asymmetries found in the prevailing global 
change models linking the relationships between physical processes and social 
milieus in particular. The asymmetries are linked not merely to the subordinate 
status assigned to social sciences in these models: either a social science model is 
seen as providing information about human activities that perturb natural pro
cesses or the model takes its biological or physical outcomes as given and at
tempts to work out the economic, social and political consequences. An argument 
is made that social science considerations ought to be located in different types of 
models of global change processes. 

1.1 Models as Focusing Tools: Linking Nature and the 
Social World 

Owing to the contemporary mania for what are called facts, we are apt to forget that an 
age can only learn to know itself if the different methods of approach, the power of 
formulation, and the analysis of complex phenomena do not lag behind the collection 
of data. It is not enough that our age should be rich in a knowledge of fundamental 
facts, which gives it ample scope for new experiences; it must also frame its questions 
adequately. This it can only do if the tradition of theoretical formulation is held in the 
same esteem as the technique of sheer fact finding. 

Karl Mannheim 

It is easier to draw schematics than to describe what actually occurs. 
Kates 1985:14 

AlthotJgh the term model is extremely vague, the construction of models is one of 
the flourishing intellectual enterprises in science. Any discussion of the role and 
the functions of models in the natural and social sciences invariably gets entangled 
in highly contentious philosophical debates about such matters as the status of 
language, reality, explanation, truth, data, understanding, description, constructiv
ism, theory, and so on. A discussion of models in science that makes adequate 
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reference to all these matters and how they have been linked in various traditions 
in the philosophy of science would be an undertaking without any readily apparent 
closure. Moreover, models are all over the piace: Take the entry under the heading 
"model" in a major encyclopedia (The American Heritage Dictionary of the Eng
lish Language. New York: Houghton Mifflin 1969): 

1. A small object, usually built to scale, that represents some existing object. 
2. A preliminary pattern representing an item not yet constructed, and serving as 

the plan from which the finished work, usually larger, will be produced. 
3. A tentative ideational structure used as a testing device: "two conflicting mo

dels of generative grammar" (Noam Chomsky). 
4. A style or design of an item: His car is last year's model. 
5. A person or object serving as an example to be imitated or compared: "in her 

temper, manners, mind, a model of female excellence" (Jane Austen). 
6. A person or object serving as the subject for an artist or photographer. 
7. A person employed to display clothing by wearing it. 

Since the list is by no means complete; let me add the following normative con
siderations: 

1. Models are good things. 
2. Mathematical models are even better. 

The dilemma is quite real. However, the multiplicity of meanings is self
exemplifying. It has the merit that offers a first hint, perhaps even quite a signifi
cant answer to the question of the role or function of models in science. That is to 
say, as one strives to generate a model of models, we realise that one of the main 
functions if not the primary function of models is to reduce the complexity of 
domains of inquiry. But what model of inquiry into models does one employ in 
the context of asking about the role of models in science? Where do we start, what 
are some of the important questions, what answers are we looking for, and how do 
we judge any answers we may find? 

My approach to the question of the role of models in science is best described 
as pragmatic. My observations about models as focusing tools do not try to con
form to one of the various prescriptive traditions in the philosophy of science and 
what they may reveal about the "real" function of models. I am exploring what 
ways model can help us to generate insights into the workings of nature and soci
ety. 

A pragmatic approach is justified by the observation that the term model enjoys 
a broad range of meaning and uses in the sciences. It refers as we have seen to 
anything from a physical object in a display case to an abstract set of ideas. It 
would be foolish to believe that it is possible to reduce the multiplicity of mean
ings 9f the concept in order to arrive at certain consensual or even essential fea
tures of models. 

If I may be permitted to offer one rather general observation about the practice 
of modeling in spite of my own expressed misgivings about making generalisa
tions in this context, I think it would be fair to say that natural scientists prefer as 
their formal models models-in-use, perhaps even models that employ formal lan-
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guage. The models that circulate in the social sciences are much more likely to be 
analogies and metaphors. One should not a priori belittle the use of metaphors and 
analogies as impotent cognitive devices (see Weingart and Maasen 1997). They 
can be powerful focusing devices if measured by the degree to which they gener
ate advances in knowledge. Donald Schon 1963 has alerted us to the process and 
the importance of the "displacement of concepts" and the central role this process 
may play in an understanding of the conditions for the very possibility of theoreti
cal innovation and imagination. 

One of the major controversies in the philosophy of science extends to the 
question as to whether models in science are mere aids to theory construction that 
can be discarded once a "theory" has been developed, a position the French physi
cist Pierre Duhem ([1914] 1954) advocated; or whether the roles of models go 
much beyond their function as aids, as the English physicist Campbell in response 
to Duhem argues. For Campbell (1920: 129), models are "an utterly essential part 
of theories, without which theories would be completely valueless and unworthy 
of the name".J 

My observations about models as focusing are divided into two parts. In addi
tion to a few remarks about the practice of modeling, I will have some observa
tions about the methodology of modeling. Not surprisingly, there is not a common 
set of methods. However, two attributes that are frequently mentioned in such 
discussions; they concern (1) the quality of isomorphism of models and (2) the 
issue of quantification. In the second, substantive part of the lecture, I will propose 
a model designed to offer some insights into what I call societal sensitivity. The 
metaphor social sensitivity is, in a sense, an example .~f the process of cognitive 
displacement, and therefore of the cognitive work models may be able to accom
plish. 

1.2 The Practice of Modeling 

Let us look at the ways in which models do operate in the scientific community. 
Judging from models-in-use, what we are able to say is that models in the social 
and natural sciences function as "focusing devices". Models serve heuristic pur
poses in science.2 Models refer to a simplified representation of what is thought3 to 

J See Mary Hesse's (1966) extensive discussion of and effort to move beyond these two positi
ons. 
And in this sense, the term "model" indeed has affinities to a variety of notions, for example, 
the concept of "ideal types" as proposed by Max Weber ([1921] 1972: 3,4,10) or the concept 
of models as "works of fiction" (cf. Cartwright, 1983:153) that all serve the cognitive function 
of simultaneously focusing attention towards some and away from other possible features of a 
phenomenon. 

3 Achinstein (1965: 102-105) has systematised what h considers to be the most important ele
ments of models in science as follows: "1. A theoretical model consists of a set of assumptions 
about some object or system. 2. A theoretical model describes a set of exhibited properties of 
an object and its inner structure. 3. A theoretical model is treated as an approximation useful 
for certain purposes. 4. A theoretical model is often formulated, developed, and even names on 
the basis of an analogy between the object or system described in the model and some different 
object or system." 
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be an underlying more complex reality. Models are generated around certain con
stitutive elements and relations between elements. A critique of modeling should 
not, as a result, be a lament that models mainly distort reality. Models perform the 
essential, unavoidable cognitive task of selecting an aspect of reality for attention. 
Thus, one cannot criticise the use of models per se. What can be critically exam
ined, however, are the grounds for selecting specific elements for attention and the 
postulated relationships among elements. The exact function and aspirations con
nected with model-in-use is context-dependent. Models are constructed with spe
cific purposes in mind. 

A model is fashioned with the aim of bringing forward and alerting us to some 
aspect of the world, while leaving others in obscurity or even darkness. For exam
ple, proposing that gas particles are akin to a collection of billiard balls in motion 
is meant to alert us to the possibility that there are some properties of molecules 
that are analogous to billiard balls: for instance, molecules exert no force on each 
other except on impact or travel in straight lines except at instants of collision (see 
Hesse, 1966:8). The reference to billiard balls brings forward features that are very 
much unlike those that we would perhaps invoke if we proposed it is not billiard 
balls but football players in motion that behave like gas particles. 

Models as focusing devices inevitably have both certain strengths and consid
erable weaknesses. This already follows from the observation that a way of seeing 
is also always a way of not seeing. In the context of standard economic discourse, 
the dominant theoretical models expose us to rational conduct, scarcity, allocation 
and exchange in a steady state and cut off from the environment. Undoubtedly, the 
focus of the model enforces and highlights some features of economic, social and 
cultural reality but inhibits us from seeing other processes that affect economic 
conduct (see Lundvall 1992). Another prominent example from the social sci
ences, Max Weber's widely cited ideal type of bureaucracy, deliberately attends to 
what bureaucratic structures attain: precision, reliability, efficiency. Needless to 
say that another way of seeing would stress the opposite virtues and dysfunctions 
of bureaucracies. 

1.3 The Methodology of Modeling 

The methodology of modeling is at best a form of tacit knowledge that is rarely 
made explicit and succeeds in generally restricting ways in which models are 
constructed and employed. But there are no generally accepted rules, much less 
laws of inference in model building or precise decision-making procedures. Model 
building is analogous to ways of searching. It would appear, therefore, that inter
pretative skills, imagination, hunches etc. are the main "methods" that drive model 
building. Nonetheless, in the discussion of models much emphasis is placed on the 
correspondence between the model and reality or the quality of isomorphism of 
models, as well as the topic of the quantification of models. 
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1.4 Isomorphism 

It is often assumed that there are many isomorphic models in the natural sciences 
while there are few if any in the social sciences; unable to "construct isomorphic 
models, the social sciences most rely more heavily on other types of models and 
on other analytical techniques" (Gordon 1991:108). Moreover, there is some 
agreement that models representing the complexity of the world more closely are 
superior to models that fail to live up to the same standard. Models that represent 
reality more fully are assumed to generate knowledge that is of greater precision, 
detachment, object centeredness, certainty, and practical use. Referring to but one 
of the enumerated virtues of reality conforming models, it is almost taken for 
granted that policy advice as well policy based on such models will be more ef
fective in the end (cf. Stehr 1992). 

Assuming these observations are generally correct, the questions that follow are 
(1) what exactly is the nature of the distance between models and reality, and (2) 
is the intellectual or practical utility of models linked to their degree of isomor
phism? 

The first issue arises simply because many modelers as well as critics of models 
tend to assume - without warrant I may add - that reality and models can only be 
seen to vary independently of each other and that the central issue therefore be
comes how close or how distant reality and its representation are or how isomor
phic models in fact are. This is an assumption that is not always justified because 
it is rather silent, for example, on the issue of self-fulfilling or self-defeating 
prophecies as well as unintended consequences of social (cognitive) action. That is 
to say, a model, though isomorphic, may well cease to have such a quality not 
because its "creators" make the "required" adjustments to bring it in line with 
reality but because reality adjusts so to speak to the model and succeeds in realis
ing its construction. While such a reservation applies with obvious force to social 
phenonema, it has some bearing for natural processes as well, since efforts to 
bridge models and reality are driven by social considerations. After all, nature 
does not talk to us directly. 

With respect to the second issue, whether models that are reality-congruent are 
more useful in practice and whether models that are isomorphic intellectually are 
more desirable; there are advocates of modeling that would be prepared to argue 
that the usefulness of models within scientific discourse is not driven by their 
"realism": "The real test of a model ... is whether is works effectively as a scien
tific instrument, not the degree to which, it replicates the real world (Gordon, 
1991:108). By the same token, the great majority of perspective in the philosophy 
of science concerned with the question of the usefulness of scientific knowledge in 
practice would maintain that it is on the basis of reality-congruent models that 
useful knowledge is generated. 

1.5 Quantification 

It appears to be an almost taken for granted assumption that the conceptual ele
ments that form a part of models must be quantifiable attributes. The conviction is 
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widespread that quantitative assertions and models are not only the necessary but 
also the sufficient condition for a subject matter to be scientific. The greater usage 
of models in economics that are quantified therefore is seen not only as an expres
sion of the relative ease with which economic conceptual attributes are quantified 
also but testimony to the greater scientificity of economic discourse when com
pared to other social science disciplines. In such a context, as a result, discussions 
about the virtue of qualitative assertions, and about the significance of metaphors 
and analogies are difficult to sustain. 

1.6 Modeling Societal Sensitivity 

The substantive focus of my paper is on a critical analysis of the nature of the 
linkage construed in models designed to capture the interaction between nature 
and society, more specifically, the linkage between climate and society .. 

We are faced today with a number of incongruities in science and society: On 
the one hand, there is the increasing transformation of the world by science and 
the immense growth in scientific activity; on the other hand, there are, often as a 
more or less direct outcome of the former, both new classes of social and envi
ronmental threats and challenges that give rise to issues and challenges, as well as 
the question of systematic cognitive uncertainty (cf. Funtowicz and Ravetz, 1990). 
What is evident, however, is that mere expansion along the traditional trajectory of 
the development of science, namely greater and greater specialisation or the con
ventional hope for a growing control of nature by science and greater certainty 
achieved by scientific knowledge cannot hope to address these challenges effec
tively. 

There has neither been a comprehensive study of the problems of interdiscipli
nary research nor has there been a thorough examination of the methodological 
issues of an integration of scientific apples and oranges. But closer to the specific 
points at issue here, most discussions of climate change, climatic impact and cli
mate policy are carried out in terms of models that rely on enormous and continu
ously expanding intellectual resources that have been spent since the early 1960s 
on efforts to estimate "climate sensitivity" in terms of its response to a doubling in 

4 My focus here is not on the technical "nature" of climate modeling as practiced today (cf. 
Shine and Henderson-Sellers, 1983) or whether climate models can be verified at all (cf. Ores
kes et aI., 1994). But the typical output of climate models or the dependent variable (for in
stance, numerical predictions about central meteorological dimension such as temperature or 
precipitation) are the subjects of the analysis. In other words, we are not primarily interested in 
the nature of General Circulation Models (GCMs) as such insofar as these models of the cli
mate system tend to be restricted to the physical world; however, the output of GCMs is of 
interest since such outputs (for example, how regionally specific are the outputs) invariably 
link such models in specific ways to the social world. Such outputs are seen to constitute the 
concrete linkage between climate model, society and policy. 
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the concentration of atmospheric CO2.5 But limited, if any, cognitive energy and 
resources have been dispensed on research of the societal sensitivity of climate.6 

The examination of the models constructed to capture environmental processes 
is significant because the problems they construe for society to tackle derive not 
from the direct personal experience or everyday life but are recognised and con
structed scientifically. Without the information provided by scientists about ozone 
depletion, who in society could or would have claimed to perceive such an issue? 
The role of scientific expertise and the trust experts enjoy in society plays a sig
nificant role (cf. Stehr, 1994). In addition, the models are said to touch upon fun
damental social and political questions; for example, issues such as national secu
rity, cultural identity, international political and economic relations, social ine
qualities and perhaps even the survival of the humankind. As a result, it is doubt
ful that conventional methods and techniques such as cost-benefit analysis7 or the 
existing division of labor within science will be sufficient to develop new and 
effective knowledge. 

1.7 Examples of Models 

Within the social sciences, economics appears to be the discipline that most fre
quently and self-consciously deploys (formal) models. In one of the first models 
of this kind, exemplified by economic ideas of the Physiocrats, (that is, by their 
"tableau economique", Fig. 1.1), economic activity is represented as a flow of 
expenditures between the three classes in society. 

Many of the assessment reports for policy makers that have been drafted in re
cent years and that deal with anthropogenic climate change also reflect the fact 
that economics among the social sciences has the greatest intellectual affinity to 
more formal and systemic efforts in modeling. However, the models found in 
climate research designed to depict the interaction between climate change and a 
broad range of economic and social activities usually are not developed to de
scribe the structure of empirical observations (data) of past occurrences; rather, 
they are developed to predict events and phenomena. 

1.8 The Poverty of Economics 

Insofar as economic theory is the driving force of most, if not all social science 
driven models of global change, the question has to be answered: how good is 
contemporary economic theory? I do not want to add to the lament mostly by 

5 Since 1979, the quantitative estimates for climate sensitivity which constitute the most im
portant output of climate models for assessment efforts have remained constant to the present 
(see van der Sluijs et al. 1998:2993). 

6 Efforts that attend to the societal sensitivity often have been informed by the ill-fated tradition 
of climate determinism. 

7 Strong advocates among economists of the utility of cost-benefit analyses in environmental 
issues and policy advice are Nordhaus (1991), Barbier and Pearce (1990). 



8 Chapter I . Models as Focusing Tools: Linking Nature and the Social World 

Agriculture 
(productive class) 
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....... Landowners 
Net product 
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Manufacturing ./ 
(sterile class) I'--

Fig. 1.1. Tableau economique 

non-economists, of course) about the narrow conception of Homo Economicus but 
focus instead on the practical efficacy of contemporary economic reasoning. 

One does not necessarily have to share the wholesale indictment of macroeco
nomic theory as irrelevant to economic policy because it is incapable of anticipat
ing the course of economic affairs (e.g., Drucker 1993:95-99); however, it is evi
dent that economic theory compared to past successes of economics fails to gener
ate effective policies, since some of its central assumptions are no longer isomor
phic with economic and political reality (cf. Stehr 1994). At the same time, eco
nomic discourse subscribes to the general prohibition in social science discourse 
that socio-economic and natural processes ought to be clearly separated. 

The main logic employed in modeling efforts designed to assess the conse
quences of global climate change has been economic reasoning, in particular some 
type of cost-benefit analysis. The sole objective of cost-benefit analysis is the goal 
of economic efficiency. It follows that any increase in total net benefits or avoid
ance of net costs is considered desirable, irrespective of the consequences such 
action may have on the distribution of these benefits or costs. By the same token, 
consideration of other especially non-economic objectives, as well as costs is 
considered not to be part of a typical cost-benefit analysis.8 

But what are some of the possibly more inclusive ways of modeling the societal 
sensitivity to climate? I will suggest that it might also be helpful in an attempt to 
overcome the separation between allegedly pure categories of social and natural to 
think of the relation between physical and societal processes as composite or hy-

8 kees and Wackemagel (1994:363-364) have developed the notion of and attempted to measure 
the "natural capital requirements of the human economy" that explicitly links social and natu
ral order expressed as the "carrying capacity" in terms of the maximum population of an orga
nism a habitat can support indefinitely. They advocate the need for such a measure last but not 
least because "orthodox economic analysis is so abstracted from biophysical reality that its 
ability to detect, let alone advise on critical dimensions of carrying capacity, is severely com
promised". 
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brid phenomena; that is, of emergent processes in which both social and physical 
activities are imprinted. The interaction results in new, namely hybrid processes in 
which the distinction between that which is social and what is natural disappears. 

1.9 Hybrid Forms or the Linkage between Social and 
Physical Processes 

In contrast to such an approach favoured by economists when modeling social and 
physical processes, the much more common social science approach continues to 
be based on a clear separation of social from natural and natural from social; as 
well as work on each set of these phenomena along the established lines of the 
division of labor in science. 

The more recent claim that society and nature are indivisible, or the observation 
that nature and society are not separate but - once again - have to be seen as in
tertwined becomes a more and. more common and, as is ru:guea, urgent assertion 
among social scientists. Nonetheless, the absence of nature in social science dis
course is common in social science today. It is also one of the great success stories 
of modem society and modem social science. As a kind of cultural accomplish
ment nature has been dropped from both. Thus, social science is better understood 
as the separation and the reasons for the divorce of society and nature. 

I would like to propose that one might be able to develop the idea of societal 
sensitivity in analogy to the idea of climate sensitivity in an effort to overcome the 
difficulties now experienced in theories that attend the impact of nature on society. 

The notion of climate sensitivity has different meanings to different sets of ac
tors involved in the climate debate. But in the last twenty years, within the climate 
science community, a remarkable and robust consensus has emerged with respect 
to the construction of estimates of climate sensitivity. The estimate and therefore 
the practical output of climate models is typically expressed in the following man
ner: "We estimate the most probable global warming for a doubling of CO2 to be 
near 3° C with a probable error of ±1.5°." (US National Academy of Science, 
1979: note 2, 2). 

I would like to interpret the notion of climate sensitivity to refer to the imprint 
of social order in natural order. In analogy to this notion, societal sensitivity refers 
to the imprint of natural order on social order, and that such an imprint cannot be 
captured by mere economic reasoning. 

However, it ought to be clear from the outset that the output of any models of 
the societal sensitivity to climate change will never be that terse or, for that matter, 
robust and reach a similar degree of concurrence in the scientific community. 

The answer to the question of societal sensitivity to climate would come quite 
easily if I would be asked to respond to this question from either the point of view 
of a contemporary historian sociologist who has examined the influence of climate 
on the emergence and the nature of modem society, or if I would formulate my 
answer on the basis of the perspective of geographical discourse during the first 
part of this century. 

The French historian Le Roy Ladurie ([1967] 1988:119), for example, observes 
that "in the long term" the human consequences of climate appear "to be slight, 



10 Chapter I . Models as Focusing Tools: Linking Nature and the Social World 

perhaps negligible, and certainly difficult to detect." The narrowness of the range 
of secular variations "and the autonomy of human phenomena which coincide 
with them in time, make it impossible for the present to conclude," as Le Roy 
Ladurie ([1967] 1988:275) stresses in his study of the interaction between climate 
and history since the year 1000 that "there is any causal link between them." That 
is to say that today, the American geographer Ellsworth Huntington's (1927:138) 
tireless work at the beginning of this century affirming the thesis that "climate 
paints the fundamental colors on the human canvas" appears to be amusing to 
some, to others extreme or lazy (Le Roy Ladurie [1967] 1988:24), but most 
would likely consider it absurd and therefore certainly on the very margins of 
social science discourse in regard to the impact of environmental factors on the 
human condition. Although the discussion of the impact of climate on societies 
did not cease abruptly in social science, it ultimately was discredited, and only 
fairly recently, vanished almost without any trace as a largely compromised and 
widely discredited line of inquiry. It therefore has become more common today to 
find it "amusing to think that the men of former times would not have been put out 
by ... climatic explanation, implicating as it does the heavens" (Braudel [1979] 
1992:51). 

But how do we move from Huntington's naively realistic and mechanistic idea 
that climate "works" to the less fatalistic and much more open notion that climate 
"matters?" Such a model of societal sensitivity to climate requires the firm refusal 
to succumb to the seductive simplicity of climatic determinism and fatalistic uto
pias as well the notion that climate is a mere social construct. 

In a most general sense, I want to propose that natural and social processes are 
mainly imprinted into the boundary conditions of nature and society. In the case of 
society I suggest that although it is significantly shaped by historical or selective 
constructions, our understanding of and encounter with climate is in important 
ways affected by, resonates with, and is shaped by its "extreme" responses - that 
at times may well be the consequence of human interventions into global climate 
processes.9 That is, extremes constitute a form of feedback by nature that is read 
by or absorbed into society.lOThis is by no means the only well known fascination 
and even rapture with extremes of all descriptions among the public and the media 
in our times. Varied, even "ritualistic" cultural responses to extremes ultimately 
display and often celebrate the familiar, namely, "normal" patterns and homeo
static processes. Extremes constitute and are apprehended as a temporarily dis-

9 This assertion about the significance of elCtremes should not be misunderstand to represent a 
kind of ontological thesis rejecting any kind of "gradualism" (for example in natural history, 
see Gould 1980:226) but as an empirical hypothesis about the practical ways in which nature 
becomes pertinent for society. 

iO Although our example refers to climate and its possible imprint on society, the importance of 
extremes as issued in nature of course is not limited, we would contend, to climatic phenome
na. As a matter of fact the literature in various fields stresses the salience of extremes for soci
ety; for example, Robert E. Park (1936:5) in his classical discussion of the "nature" of human 
ecology repeatedly refers to the significance of extremes (such as famines, epidemics) in pro
ducing "disequilibria" and institutionalised responses that slowly but surely obliterate the ex
treme as the triggering event. Park specifically refers in some detail to the advent of the boll 
weevil disease in the early 19th Century and the effects it had for agriculture in the Southern 
United States. 
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turbed equilibrium. And it is in this sense that climate extremes violate taken-for
granted and trusted conceptions and observations about climate (Stehr 1997). 
Although they are not static over time, what is experienced as climate extremes 
are anomalies and disappointments. Climate extremes remind us of the reality 
hidden behind the surface of the climate construct. Climate extremes offer and 
manifest the resistance of natural reality in the background of the social climate 
construct. They allow for the possibility of observing and criticising our observa
tions about climate. In order to observe our observations about climate or to be 
reminded of the effects of climate on society, we have to step back and be forced 
to leave accepted constructs that obliterate climatic forces. Climatic extremes 
matter as a mechanism that precisely accomplishes this feat. 

In the past, society responded to climate extremes by imprinting them into so
cial action and it continues to do so. Climate extremes are institutionalised in soci
ety, they are inscribed in the forms of myths, ideologies, stories (including more or 
less elaborated narratives of nature in everyday life), technologies, regulations, 
and organisations. An obvious as well as stable and powc:rful example of this 
institutionalisation are protective dikes erected at both rivers ana oceans as well as 
the laws and regulations that govern their construction, maintenance and use. In 
much the same way, the evolution of shelter, clothing and nutrition is to some 
extent an inscription of climate extremes into the social fabric (cf. Latour 1991). 
Climatic extremes are engraved and objectified in the construction, maintenance 
and utilisation of many of the modern means of transportation. Modern instru
ments of transportation are not only utilised to link open spaces with each other 
and carry commodities, information and humans but they constitute artifacts that 
are responses to climate, especially climatic extremes (for approaches to Large 
Technical Systems, see Mayntz / Hughes 1988; Summerton 1994). In a way, 
means of transportation are portraits of and embody social encounters with cli
mate. Of course, importantly such encounters manifest themselves in efforts to 
exclude or, to draw boundaries of exclusion for climatic extremes. Transportation 
takes place in familiar spaces, artificial zones and fairly tight enclosures that keep 
out undesirable climatic conditions. None the less, engraved into the enclosures 
that we inhabit (or, in which we move) are climatic conditions or, if you like, 
nature that is not "our" nature but nature from which we desire to withdraw. The 
greater the distance such artifacts have to travel, the greater the likelihood that 
climatic extremes are inscribed into the construction of the object. As time and 
distance become increasingly irrelevant to social and economic life, the greater the 
influence of climatic extremes on the design of such artifacts. Paradoxically, as 
these extremes are built into the object, they tend to vanish from view and cer
tainly from direct experience and encounters. I I 

Although nature manifest in climate processes may be institutionalised in soci
ety and indeed take on moral qualities (as in the trope "nature strikes back"), the 
institutionalisation of nature paradoxically converts climate into an almost invisi
ble entity'. As the obvious it becomes hidden. The institutionalisation of climate in 

II Cf. the following criticism of Huntington made by Bates (1952:120): "The western European 
environment, lauded by Huntington and his followers as ideal for the development of civilisa
tion, was an insurmountable obstacle to civilisation until methods had been found for mitiga
ting its effects." 
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society paradoxically means to distance society from climate and to decrease the 
contingencies for society that may arise from climate. The successful reduction of 
the contingencies that derive from climate allows for an increase in the contingen
cies that come with the socio-cultural development of knowledge. Here the argu
ment comes full circle: it is now no longer nature which poses threats, but it is 
uncertain knowledge which troubles us. 

Appendix: Additional Comments of Modeling Climate and 
Societal Sensitivity 

Most of the effects that climate models describe as resulting from human activity 
have to do with the energy balance and ultimately the temperature distribution. 
There are many ways in which human action may affect the heat balance of the 
globe. Some of these activities are by no means actions confined to recent times. 
Humans have altered vegetation patterns for centurie-s, even before cultures had 
developed permanent settlements. What is at issue specifically is of course the 
burning of carbon and release of carbon dioxide into atmosphere. The volume of 
CO2 in parts per million by volume (ppmv) is said to have risen from an estimated 
280-290 at the beginning of the industrial revolution to 365, at the present time 
and may double by in another half century (cf. Kellogg 1978:210-211). 

One of the unavoidable asymmetries in the models is that carbon dioxide repre
sents a global condition while many of the consequences and responses (policy 
implications) are regional and local. 

Similarly, the unfolding of the temperatures increments over time are relatively 
precise while the "extension and enlargement" of social action (cf. Stehr 1994:29-
32) generally and in regards to climatic changes (assuming that such transforma
tions can be disaggregated in this fashion), are complete unknowns. 

The specific connection between climate change, conceptualised as a physical 
process in general circulation models and social activities in available models is 
most often represented by changes in weighted average global surface temperature 
over specific periods in time rather than variability, extremes, seasonal cycles or 
any of the other meteorological dimensions. 12 As Kellogg (1978:216-217) notes: 
"The rate of change of the temperature is probably the most important factor to 
consider, since it can be compared to the statistics of natural climatic change. At 
issue is primarily an increment over a certain time-span in one aspect of the typi
cal climatic conditions human face. The change is due to human activity and may 
or may not be superimposed on a warming or cooling trend due to natural 
changes. 

The naming of the problem affects the ways in which the issue may be under
stood; for example, "global warming", the "greenhouse effect" etc. signal that the 
issue at hand is an increase in temperature and that the most relevant solution is 
one that attacks the agent that causes it. 

12 A first critique of the dominant output and the dubious value of such models for climate policy 
may be found in Katz and Brown (1992). 
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While the focus is almost exclusively on temperature increments, a multiplier 
effect of enormous proportions may be observed once, (as is virtually always the 
case) hypotheses about induced changes in other meteorological attributes such as 
precipitation are advanced as well. As a result, consequences and choices sud
denly multiply. Meteorological dimensions other than temperature or, to be more 
precisely, ranges and limits of temperature may be much more significant for 
social activities, because there are no effective and/or economic means to shield 
social activities from such dimensions. Precipitation patterns for example may 
have a much more salient impact on social action. They effect, in a very real 
sense, "where deserts, marginal lands and 'food baskets' will be" (Kellogg 
1978:219). One cannot claim at this point that we have very good knowledge 
about the relative social significance of different meteorological attributes and 
combinations of attributes. 

There is an inevitable tendency in discussion of the implications of these mod
els to define and seek solutions by referring to the agent of change, namely "fossil 
fuels" or carbon dioxide (cf. Schelling 1983:449). 

Most of the terminology employed to conceptualise and describe the exact in
terrelations between physical processes and social milieus in modeling exercises 
tend to be extremely ambivalent if not entirely empty of any detail.. As a result, it 
is justified to refer to the linkages typically invoked in these models as black 
boxes. 

Among these virtually empty assertions is most importantly the fundamental 
thesis that a warming will produce severe damages (or blessings for that matter, 
cf. Stehr 1995) for social activities. As such, this assertion itself is not immedi
ately persuasive. It is not immediately convincing, because millions and millions 
for tourists for example spend billions to travel to "climates" in search of warmth. 

The modeling efforts do not extend to and therefore also justify the term black 
box models; a theory of society explicates and answers general questions about 
what the social world will look like in a few decades from now. Unless one im
plicitly reverts to the long discredited mono-causal climate theories, that were 
much in vogue during the 18th century, climate models do not advance any credi
ble notions about the ways in which people will live and about developments that 
will affect their existence. 

It would also be misleading to superimpose gradual temperature increments on 
society as we know it today; for example on today's agriculture, economy and 
structure of inequality, today's patterns of existence and political map, its urban 
complexes, technologies, the labour market, consumption patterns and values, 
living standards, diet, or leisure activities (cf. Schelling 1983:453)." Unless we 

13 Mendelsohn, Nordhaus, and Shaw (1994:755) have examined the impact of global warming on 
land prices. Aside from their findings that American agriculture may actually derive economic 
benefit from global warming, if one employs the crop-revenue rather than the cropland model, 
their analysis also indicates that the assumption of static or unchanging patterns of farminfi 
activity (the dumb farmer scenario) can be misleading: "The production-function approach will 
overestimate the damages from climate change because it does not, indeed cannot, take into 
account the infinite variety of substitutions, adaptations, and old and new activities that may 
displace no-longer advantageous activities as climate changes." But there is not only the dumb 
farmer scenario with respect to a changing climate, there is also the assumption that agricultu
ral activities are static with respect to other factors, especially, market driven forces. 
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have some conception of international relations, the relative significance of other 
issues that may emerge at some future time, the development of scientific and 
technological capacities or, the norms and values that will guide social action may 
bring about incremental changes in temperature which could collectively cause 
damages or benefits beyond our imagination. i4 

Even if we had a perfect forecast of any gradual changes in surface tempera
ture; even if it were calibrated to socially relevant locations and time frames, we 
would be unable, given the absence of a theory of society, to analyze the impact if 
any of such incremental changes on social activities. 

An additional deficiency of the models linking social milieus and physical cli
mate changes concerns the unstated assumption of dumb corporate and individual 
actors; that is, not only will societies look very different from now in a few dec
ades quite independent of climate changes, but individuals and collectivities will 
respond in a variety of ways to changes in climatic conditions. Such responses can 
range from trivial adaptations to profound transformations of existential condi
tions. 

Once one is aware of the extensive range of sensible connections (as well as 
lack of linkages) among social and natural phenomena and of connections among 
connections, it is insufficient to generally conceptualise and interpret the associa
tion between climate and society or climatic changes and social impacts as matter 
of "stimulus-response". Such an analysis is basically inadequate because it is 
reductionist; it overemphasises the "rationality" of the response to climatic ex
tremes; for example, the extent to which such responses are driven by exclusively 
economic rationales excessively simplifies the motives of people. At the same 
time, it underplays the significance of "irrational" and often ambivalent motives or 
complexity of responses (cf. Mackay 1981). The models depicting the interaction 
between social action and natural processes typically do not convey the impres
sion that large-scale social systems are systems in which judgments, emotions, and 
perception playa salient role. Nor do these models display a concern with chang
ing system properties; for example, trends toward volatility and ungovernability 
that may, in the end, alter the ways in social systems are capable or incapable of 
responding to external signals. 

This is not to say that the climatologist or the politician might not attempt to 
eliminate irrational responses to climate changes and devise elaborate campaigns 
and regulations to reduce reactions to "objective" elements. 

i4 It is not entirely unreasonable to suggest that individuals and collectivities may actually begin 
to prefer rather than fear a rise in surface temperature in their parts of the worlds. Most im
portantly, the dynamics of such preferences will not strictly depend on forecasts about chan
ging surface temperatures. In the same manner, Kellogg (1978:220) cautiously concludes that 
"a warmer Earth would by no means be a less desirable place to live. He specifies his conclu
sion with respect to precipitation types and suggests that these patterns "seem to be more fa
vorable to more people than the present ones" but adds "there are some disturbing exceptions 
such as the Prairie Peninsula in North America." None the less, on the whole, Kellogg 
(1978:220,223) concludes, "the prospect for a warmer Earth is a favorable one, though a few 
places may suffer," but "on the whole the Earth will have a climate more favorable for feeding 
the increasing population." 
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However, a more adequate conception of the assocIatIOns between climate 
change and society must put such irrational elements squarely in the center of the 
analysis. 

Similarly, researchers cannot simply assume, as some appear to do, that "cop
ing with climate change will occupy much of society's attention over the coming 
decades" (Malone and Yohe 1992:109). As a matter of fact, attention in the media 
and among policy makers to the greenhouse effect will fluctuate considerably, as 
is already the case; and in all likelihood, the focus will vary with climatic ex
tremes (Mazur and Lee 1993).15 

The models constructed so far do not rely on any historical benchmarks in order 
to assess the ability of populations to adapt and cope with climate change; for 
example, as the result of voluntary or involuntary migration. After all, the antici
pated increase in mean global temperature is small in comparison to the some
times dramatic changes in climate that large segments of the world's population 
experienced in the course of migrating in the western hemisphere in the last centu
ries (cf. Schelling 1983: 455-456). Even if individuals and groups did not move 
during their lives, the urbanisation process produced changes in micro-climates 
that approach or exceed the new anthropogenic changes in climate. More recently, 
massive waves of migration in the United States; for example, from the northeast 
and northcentral regions to the south and the west include changes in climate for 
the migrants that are substantial and would appear to exceed the anticipated 
changes in average global temperature attributed to increases emissions of carbon 
dioxide. 

Whether the development of historical benchmarks is sensible at all may of 
course be contested. The possibility of developing such benchmarks may be con
tested on at least two grounds: (1) It is virtually impossible to factor our relevant 
dimensions. This may, for example, be due to a lack of data, while data that are 
available may only refer to periods in which the emancipation by society from 
climatic conditions was quite significant. The complexity of the relationship be
tween climate and society may, on the other hand, prevent the construction of 
useful indicators in the first place. (2) The ability to utilise such benchmarks even 
if they could be developed may be of limited value because the existential condi
tions have changed in ways that do not allow one to superimpose historical expe
riences on contemporary or future society (cf. Wigley et al. 1985). 

A very common notion found in the discussion of the policy implications of 
climate models is the conviction that action is needed now and cannot wait until 
the point where the isomorphism between model and reality has been "perfected" 
(e.g. Kellogg 1978:209). The urgency of the problem, it is argued, exempts action 
from the need to conform to "classic" notions of rationality; for example, robust 
scientific knowledge claims or precise and transparent cost-benefit analyses. 

15 The height of the media attention to the issue of global warming occurred during the summer 
of 1988 in the midst of the worst US drought in fifty years (cf. Mazur and Lee (695». Only a 
few years earlier, climatologists (e.g. Kellogg 1978:205) lamented with justification that it is 
"curious that there is not a more widespread awareness and concern over the potential for alte
ring the planet's environment as a whole," because the media in fact did not pay much attention 
to the topic. 
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Virtually all model builders agree that what they call the "complexity" of the 
task of gauging the impact of climatic variations on social action is enormous. 
That is to say, the measure of the complexity of complex, and, by inference, of 
what would constitute the most adequate model, is then a reference to "the effects 
of climatic variations on all aspects of life in a given society" (Wigley et al. 
1985:536). Thus, "less ambitious investigations, focusing on one or a small num
ber of economic and social variables, are more realistic" (Wigley et al. 1985:536; 
emphasis added). More realistic means not that the model has a higher degree of 
isomorphism but is less difficult to generate, at the present. 

The existing asymmetries in the construction of the models have to be reduced. 
For example, the frameworks that are employed cannot move through time in a 
one-sided manner; that is, the physical signal clearly is moving through time and 
changing in time while our conception of the social milieu is hardly seen to move 
through time and change with time. In short, the scientific and political debate on 
global environmental change stands to benefit from incorporating to a greater 
extent the insights of the social sciences. 



Chapter 2 
Models between Academia and 
Applications 

by Hans von Storch 

Abstract 

In environmental sciences, models are an indispensable tool. However, the see
mingly simple technical term "model" covers a wide range of different concep
tualisations and images of the real world, ranging from -drastic reductions and 
simplifications to maximum complexity. These different types of models serve 
different purposes. The reduced, or cognitive models constitute "knowledge" 
while failing to provide detailed descriptions. The other extreme, quasi-realistic 
models create the possibility of simulation and experimentation of real world 
systems but fail to produce insight into the system's functioning. While funda
mental research commonly tends more to cognitive models and applied research to 
quasi-realistic models, a comprehensive strategy employs both types of models in 
an interative, synergistic manner. 

2.1 Introduction 

To start our discourse about models in environmental sciences, we present three 
cases. 

• a laboratory model of sediment resuspension and erosion (Section 2.1.1.) 
• a hydraulic model of tides in a semi-closed basin (Section 2.1.2) 
• a numerical model of tides in a semi-closed basin (Section 2.1.3) 

In the two first cases, the "model" is a mechanical analog of a real situation, 
whereas the third case is a prototypical purely mathematical "model." After hav
ing discussed these examples, we will address some specific aspects of environ
mental modeling, which makes environmental science different from classical 
natural sciences (Section 2.1.4). In Section 2.2 general aspects of models are dis
cussed, and the different purposes of quasi-realistic and cognitive models are 
considered in Section 2.3. Concluding remarks are given in Section 2.4. 
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2.1.1 Laboratory Model 

The first case considers the morphology of the sea bed and, specifically, its stabil
ity in the presence of bottom shear stress generated by waves and/or currents. In 
most cases this shear stress is generated by turbulent water motion. When there is 
no turbulence, the surface will remain at rest, whereas heavy turbulence will cause 
sediment particles to become eroded and resuspended. The details will depend on 
specifics of the sediment, i.e., like colonisation by diatoms or benthic animals. 

For describing the dependency between turbulence and sediment erosion, a 
simple laboratory set-up has been designed (Schiinemann and Kiihl 1993; see 
graphical sketch in Fig. 2.1). A sample of sediment typical for the area of interest 
is derived and placed in the bottom of a transparent tube; the tube is filled up with 
water, and a propeller is placed over the sediment sample. The rotation velocity 
can be set externally; it determines the degree of turbulence. For a better display, 
the scene is illuminated by a light placed behind the tube. For three rotation fre
quencies, the effect on erosion and resuspension is shown in Fig. 2.1. For frequen
cies below a threshold (middle panel in Fig. 2.1), the water column is transparent; 
after having passed a threshold single particles float in the water (top right panel); 
and at the highest employed frequency the lower part of the water column has 
become opaque (bottom right panel). At this time, not only the top layer of the 
sediment has gone into resuspension, but also the deeper, consolidated sediment is 
beginning to become mobilised. When the propeller is turned off, the suspended 
particles slowly deposit again. 

This model does not explain why the threshold is as it emerges, or how deep 
the eroded layer is. It "only" informs us about the existence of a threshold and it 
allows us to determine these critical numbers. To constitute "understanding," we 
need to abstract from the concrete set-up, and design a conceptual model, a 
"Gedankenmodell" (mental model). The laboratory model then serves two func
tions; first to validate the conceptual model, and, second to specify a series of 
unknown parameters. The conceptual model' pictures turbulence as the key proc
ess; the stress associated with the turbulence causes the adhesion at the surface, 
reinforced by the presence of diatoms, to collapse. When the top layer has disap
peared and the turbulence is strong enough then even the consolidated sediment is 
disintegrated. 

2.1.2 Miniaturisation 

The second example features a "model" somehow similar to a "toy model" -
namely a miniaturised composition which replicates some features of the original. 
In the case of a child's toy train, the model moves on tracks and wagons are cou
pled together and drawn by a locomotive and the like. Other real world features 

, Note that there may be several, different, or even conflicting, conceptual models consistent 
with the laboratory model. In the specific case, one could argue that it is not the turbulence but 
a vertical drag exerted by the propeller. This hypothesis would be consistent with the specific 
experiment but is falsified after a closer inspection. 
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Fig. 2.1. Erosion Stress Laboratory Model. On the left is a sketch of the apparatus, with the 
sediment in the lower part and 30 cm water on top of it. The propeller generating the turbulence 
is placed 5 cm above the sediment. In the middle, a photo of the apparatus is displayed, with a 
very low rotation of the propeller resulting in negligible erosion. In right panels only the water 
column right above the sediment is shown. In the top panel erosion is about to begin, whereas in 
the bottom panel the turbulence is so strong so that heavy erosion has been induced. 

are not available in the model; for example, in the instance of the toy train, the 
engine is not really driven by steam but by electricity. Other miniaturised models 
refer to down-scaled complexes of buildings. In engineering sciences, such 
miniaturised models have been used extensively in the past. For instance, hydrau
lic engineering employed huge miniaturisations to replicate the interplay of cur
rents, waves or tides with man-made modifications of rivers or the coast. 

Figure 2.2 is a photograph of a downsized model of the Jade Bay in Northern 
Germany (Siindermann and Vollmers 1972). Is has been scaled to correspond to a 
real bay with a diameter of about 10 Ian and with a channel open to the North Sea 
about 4 km wide. At the open boundary (at the front of the photograph), a sinusoi
dal tide is imposed. In the basin, currents are displayed by floating white bodies, 
whose movements appear as white lines on a photograph taken with sufficiently 
long exposure time. One of such snapshots is displayed in Fig. 2.3; the situation 
refers to a declining tide with out-flowing waters. The emerging counter- clock
wise eddy is marked by two white arrows. 

The hydraulic model may be used to provide estimates of the current patterns 
(Fig. 2.3) as well as of the current speeds during a tidal cycle (Fig. 2.4). The cur
rent pattern is symmetric with two eddies in the bay, just before the flow narrows 
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Fig. 2.2. A hydraulic model of the Jade Bay. From Siindermann and Vollmers (1972) 

Fig. 2.3. Tidal currents in the hydraulic model (photograph; Section 1-2) and in the numerical 
model (graph; Section 1-3). The timing is given by the little inset: the tide has just passed the 
peak level and the water begins to outflow from the basin. From Siindermann and Vollmers 
(19?2) 

before entering the channel to the open sea. The speed displays a bi-modal cycle, 
which is almost symmetric for the inflow- and outflow phases, with maximum 
speeds of about 70 cm/s. 
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Fig. 2.4. Current speeds and water levels during a tidal cycle in the simulated Jade Bay. The 
dashed line refers to currents derived form the laboratory experiment (Section 2.1.2), and the 
solid lines to currents and water levels calculated in the numerical model (Section 2.1.3). From 
Siindermann and Vollmers (1972) 

As in the previous case, the simulation with the hydraulic model does not offer 
any immediate insight into the dynamics of the geophysical system of Jade Bay. It 
does not tell us why there are two opposite eddies. Understanding requires the 
utilisation of concepts; in this case the principle of conservation of angular mo
mentum. Other questions which remain unanswered are the sensitivity to the depth 
or the size of the bay. However, the simulation is valuable for the coastal engineer 
to assess where currents of various magnitudes will appear. Combined with the 
erosion laboratory model presented in Section 2.1.1, the tidal dependency of sus
pended matter concentration may, at least in principle be estimated. The value, 
and purpose of the hydraulic model is to provide a quasi-realistic composition 
within which certain experiments on the system's sensitivity may be conducted. 
These simulations provide data which may be used to develop conceptual models 
and theories about the functioning of the system. 

2.1.3 -Numerical Models 

The same problem of tidal currents in a semi-closed bight, as dealt with in the 
hydraulic model in the previous Section 2.1.2, has also been dealt with a numeri
cal model. A "numerical" model is a computer code, based on certain mathemati
cal equations (or expressions) after some manipulations such as discretisations or 
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simplifications. 
In the present case, the state variables are the vertically averaged components 

of the currents labeled u and v, and the water level S relative to the undisturbed 
level h. For each of the state variables, a differential equation for the change in 
time is available from dynamical reasoning: 

(2.1) 

(2.2) 

where I1u and If are processes acting upon the currents. Equations (l) are in 
principle given by the Navier-Stokes Equation, whereas (2) is the principle of 
mass conservation. 

The equations have to be solved on a certain are,! with boundary conditions, 
such as the tidal condition S(x=O,t) = sin(21C tiD at tne open boundary and no 
currents perpendicular to the shore line. In the present application the period is 
T = 12.5 hours. 

The next task to be solved is the specification of the processes. The formulation 
of the net divergence is simply P1r; ~ aUH l;)uj az + a~h + l;)uj By. The scale analy
sis of the equations of motion (Pedlosky, 1987) informs that the most important 
"zero order" processes are the pressure gradient force ~u = gaS / az and 
p{ = gaS / ay and the Coriolis force Pi: = -tv and pI = fu with the Coriolis 
parameter f. Another important process is the bottom friction in a turbulent bound
ary layer. The effect of this process on the state variables "vertically averaged 
current" can not be described explicitly; instead the effect has to be "parameter
ised". That means, the average net effect on the current is specified, conditional 
upon the state of the system in terms of u, v and s. A parameterisation is an edu
cated guess, and it is usually adopted after its impact on the overall simulation has 
emerged as an improvement (for a more detailed discussion refer von Storch, 
1999, see also Section 11.3.1). Thus, there may be several rather different formu
lations for the same process. For bottom friction in shallow waters, the following 
formulation is often adopted: 

u ru ~ v rv· ~ 2 2 
~ = --""Ii u + v and P3 = -- u + v 

h+s h+s 
(2.3) 

with a constant friction parameter r. Another process is that of horizontal diffu
sioll, which is often parameterised as 

P" = A I"!.u and r = A I"!.v 
4 H 4 H 

(2.4) 

with a diffusion parameter AH and the Laplace operator I"!.. 
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With these specifications, the system is closed; all other processes, be it the ef
fect of variable wind, effects of vertical stratification, the mixing due to shipping, 
the effect of suspended matter, or the propagation of sound waves in the water are 
disregarded and considered irrelevant for the problem of tidal currents and water 
levels. Because of the disregard to all these processes, the model given by equa
tions (2.1-2.4) represents a severely simplified and idealised description of the real 
world. Using the terminology introduced later in this discourse, the model is an 
example of a quasi-realistic model, as it has been set up for approximating real 
tidal currents in spatial and temporal detail. We call it a "mathematical" model. 

Before the mathematical model can be implemented on a computer, it has to be 
discretised. It is transformed from being a infinite dimensional system to a finite 
system. This is achieved by either replacing the derivatives with finite differences, 
such as dr;/ dt = r;(t + a) - r;(t - a )/20, or by expanding the stated variables into a 
truncated series of orthogonal functions such as the trigonometrics2 - then the 
spatial coordinate x is replaced by an index k enumerating the orthogonal func
tions. Another option is the use of finite elements. In case-nf the numerical model 
of Jade Bay, a finite differencing has been adopted. Note that this manipulation 
further simplifies the model, which we name a "numerical" model. 

For what purpose can we use the numerical model? Possible applications are 

• attempts to replicate the outcome of the hydraulic model. If both models return 
similar assessments, they may serve as arguments for the validity of both; if 
they return conflicting assessments, further analysis is required to decide if one 
or perhaps both models are "wrong" - in the sense that one or both contradict 
observational evidence. 

• the performance of sensitivity experiments - as for instance: what is the impor
tance of the Coriolis force on the simulated flow regime in Jade Bay? The rela
tive importance of processes, on the formulation of parameterisations and of 
boundary conditions can be tested. 

Both applications have been run with the numerical model of Jade Bay 
(Stindermann and Vollmers 1972). 

In an attempt to validate the hydraulic model, the numerical model was run 
without invoking the Coriolis force (which could not be considered in the hydrau
lic model without placing the apparatus on a rotating disk). In Fig. 2.4 the simu
lated current speed distribution shortly after high tide is shown on the matrix of 
grid-points; the arrows indicating the directions of the flow are added by hand. 
The photograph of the laboratory flow with the white lines is consistent with the 
numerical model. Also the current speeds displayed in Fig. 2.4 are very similar in 
the numerical and hydraulic model. Based on this evidence, Stindermann and 
Vollmers concluded that the two approaches return consistent results. 

If r;( x, t) = 2: :~l ak (t )eikx is the truncated expansion, then the spatial derivative is approxi-

d~ 2:K. () ikx mated by - "'" _ zkak t e . 
dx k-l 
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To test the sensitivity of the system to the presence of the Coriolis force, this 
process was turned on in a second simulation. The resulting current pattern is 
displayed in Fig. 2.5. Obviously, the current system deviates significantly from the 
one shown in Fig. 2.3 without the Coriolis force. The currents are no longer sym
metric; instead in the left two thirds of the channel the flow is outward, but in one 
third it is inward. Also, the clockwise eddy on the left has been diminished. Thus, 
the Coriolis force is found to be a process which should be taken care of; indeed 
the results obtained with the hydraulic model should be considered with reserva
tions. 

The advantage of numerical models over mechanical models is twofold. First, 
these models are economically much more efficient; the cost of setting up a tank 
as shown in Fig. 2.2 is by magnitudes larger than setting up a numerical model on 
a computer. The other advantage is the simplicity to do "observations" in a nu
merical model; it amounts to adding simple write-commands in the code. These 
"observations" are accurate, and can be done in high temporal and spatial resolu
tion. Because of this possibility, it was possible to add in Fig. 2.4 water levels . 
simulated in the numerical model, which were "unobservable" in the hydraulic 
model. However, the ability to get these numbers easily does not mean that the 
numbers are "right" or meaningful. Instead the numbers can be mostly unrelated 
to the real process, which is supposedly modeled; and may reflect to some extent 
artifacts of the model design. In the present case; however, this seems not to be a 
problem. 

Because of these two advantages, we will consider only mathematical models 
and their numerical realisations in the following. 

~ ""+=' Tnw Tnw 

"1~nl"l1} pre-.cribcd lide 

Fig. 2.5. Tidal currents in the numerical model. The timing is given by the little inset: the tide 
has just passed the peak level and the water begins to outflow from the basin. To be compared 
with Fig. 2.3. From Siindermann and Vollmers (1972) 
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2.1.4 Specifics of Environmental Research 

Physicists, chemists etc. consider the understanding and prediction of environ
mental systems just as another physical, chemical etc. problem. Also, everybody 
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Fig. 2.6. Spatial and temporal scales of atmospheric and oceanic dynamics. From von Storch and 
Zwiers (1999) 
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has an intuitive understanding of "the" environment. However, the understanding 
of the dynamics of environmental systems such as the atmosphere, the ocean, a 
catchment, or the biosphere; and their interaction requires an approach different 
than that of a non-scientific lay person or that of the "pure" sciences of physics 
and chemistry. The scientific employment of the environment poses a number of 
specific problems (cf. Navarra 1995). 

This key difference is the open character of all environmental systems (Oreskes 
et al. 1994). A myriad of processes interacts in such systems, and they are exposed 
to an infinite number of external influences. One could argue that the same situa
tion would prevail in a gas, with enormous numbers of molecules interacting with 
each other and responding to radiations. However, in the environment, the tempo
ral and spatial scales of the processes vary widely, from e.g., the Hadley Cell in 
the tropical atmosphere to turbulent eddies in the wake of a plane. Moreover, the 
dynamics at different scales vary in character, and can not be described by some 
(simple or even complex) similarity laws. Also the external forces are too variable 
to allow for a complete specification; they range for in~tance from tidal forcing by . 
the moon, the mixing of waters by a ship and the breathing of people or the effect 
of diatoms on stabilising the Wadden Sea bottom against erosion stress. This wide 
range of spatial and temporal scales is displayed in Fig. 2.6 for oceanic and at
mospheric dynamics. 

There are a number of implications. One is the impossibility to conduct labo
ratory experiments on the functioning of the systems as a whole. Here, following 
Encyclopedia Brittanica, we understand an experiment as a "an operation carried 
out under controlled conditions in order to discover an unknown effect or law, to 
test or establish a hypothesis, or to illustrate a known law." Of course, experiments 
may be done with sensors on reduced systems3 , but not on the full system. Also, 
real world repetitions are unavailable, which may help to rigorously sort out 
whether certain phenomena have emerged merely by chance or as a result of cer
tain processes. There is only a limited segment of a trajectory in the phase space; 
even if the system is ergodic, there are doubts that the phase space is sampled 
sufficiently well by our limited segment to allow us finding real "analogs." 

Second is the presence of internal noise, which is self-organising in the sense 
that variability appears on all spatial and temporal scales (cf. von Storch and Has
selmann 1996). In principle, the system is deterministic, but the presence of many 
chaotic processes creates a pattern of variability, which can not be distinguished 
from random variations.4 Because of these specific features, two fundamentally 
different types of mathematical models are used in environmental research: 

• One sort is "quasi-realistic" and is supposed to be a substitute reality, within 
which otherwise impossible experiments can be conducted. A representative of 
this type is Siindermann's and Vollmers' case discussed above in Section 2.1.4. 
Such models are also used to extra- and interpolate in a dynamically consistent 
nlanner the sparse observations, so that spatially and temporally high resolution 

, As with the stability of the sediment discussed in Section 2.1.1. 
4 In the case of the tides in Jade Bay, this aspect was not relevant; as only a periodic, purely 

deterministic forcing was applied, and the considered system is not chaotic but strongly dissi
pati ve because of the bottom friction and horizontal diffusion. 
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analyses of the system's state are constructed (in particular weather analyses, 
e.g. Kalnay et al. 1996). 

• The other type of model, named here "cognitive", is highly simplified and ide
alised. Because of its reduced complexity, such a model constitutes "knowl
edge". The geostrophic model pt = -p{ and p{ = -P'; is an example of this 
type of model.' Other examples are Lorenz' chaotic system (Lorenz 1963) or 
Hasselmann's stochastic climate model (Hasselmann 1976). 

In the following we will discuss these two types of mathematical models in 
some more detail. 

2.2 General Properties of Models 

Models are supposed to reflect reality. As such they deviate from reality, as the 
introductory examples have' demonstrated. 

Models are smaller, simpler and closed in contrast to reality, which is always 
open. This difference is attempted to be sketched in Fig. 2.7 and 2.8. 

• "Smaller" means that only a limited number of the infinite number of real proc
esses can be accounted for. In the case of the tidal model, processes related to 
varying density were disregarded; also topographic details on spatial scales 
smaller than the grid cells' size could not be described. In fact, only the proc
esses PI - P 4 were considered. 

o prucc ses - "~oO·o 
./ -0_° 0 •• 0 0 

/' 0 .:..... \~~ / I! consi{\e~d 5,0;; 

_ external 
inOuences 

Fig. 2.7. Sketch of a real system, in which an infinite number of processes Pi (open circles) is 
present: and upon which an infinite number of external forces (arrows) act 

, For the notation, see Section 2.1.3. 
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modeled 
system 

~ parameterisation 

Fig. 2.8. Sketch of a modeled system, in which only a limited number of processes (open circles) 
and their interactions are represented, and in which the number of external forces is also limited 
(arrow). Parameterisations are indicated by solid lines crossing the dashed-line border of the 
model 

• In the case of an atmospheric model or an oceanic model, the unavoidable dis
cretisation means that from the overall ranges of scales, as displayed in Fig. 2.6 
only a limited interval can be accounted for. A global model describes planeta
ry waves and cyclones, but no boundary layer turbulence in any detail. Simi
larly, an ocean model resolving internal gravity waves will hardly describe the 
dynamics of thermohaline circulation. 

• "Simpler" means that the description of the considered processes is simplified. 
For instance, in the case of the Jade Bay current, the horizontal flow is not al
lowed to exhibit any vertical shear. Furthermore, some of the links to the proc
esses not described by the model are indirectly accounted for by means of pa
rameterisations. Bottom friction is in fact maintained by a cascade of small 
scaled turbulent eddies, none of which can be resolved by the numerical model. 
Instead the overall effect is summarily described by the crude parameterisation 
(2.3). 

• "Closed" means that models are integrated with a limited number of completely 
specified external forcing functions: 6 In case of the tidal model, it was the 
tidally driven water level at the open boundary, whereas other factors like wind 
forcing were neglected. As elaborated by Oreskes et al. this is an important 
philosophical limitation of environmental models, as it implies that the "right" 
answer of a model may be due to either the "correctness" of the model or an 
coincidental balance of an incorrect model response and the effect of an unac
counted external influence. 

6 An exception represent models in which randomised external influence factors are specified. 
An example is provided by Mikolajewicz and Maier-Reimer (1990) 
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Because of these properties of models, they suffer from a number of limitations: 

• A model desribes only part of reality. For instance, the numerical tide model 
described above is limited to time scales of a tide, to an area small enough to 
allow for the assumption of a constant Coriolis coefficient and to water bodies 
of a minimum depth. In its present form it can not be used for predicting water 
level variations due to meteorological variations or due to runoff from rivers. 

• This limitation is sketched in Fig. 2.9 in a space-time-parameter phase space. 
When setting up a model, the researcher almost always makes assumptions 
about the time and space scales, and about the range of parameters. In the best 
case, these assumptions are made explicit, but often they are implicit and una
ware to users of models and model outputs. 

• Indeed, the choice of the "admissible domain" is a subjective process; ideally it 
is guided by a rigorous analysis of the relative importance of different pro
cesses on different scales. A classical approach to this end is to transform the 
equations first into a dimensionless form, featuring tim~ and space scales as 
well as characteristic parameters explicitly. Then, a Taylor expansion allows to 
discriminate the various terms according to their relative importance (cf., Ped
losky 1987). 

• The models can not be verified in the sense that we can with certainty conclude 
that the model is producing "right" numbers because of the "right" reasons (dy
namics).' We can compare the numbers with observed numbers and conclude 
that they are consistent with the observations8; we may add to the credibility of 
the model by analysing the dynamical system and assuring that all first order 
processes are adequately accounted for. In that case we call the model vali
dated. In that sense we may trust the model's output as long as we are applying 
it within the "admissible" domain depicted in Fig. 2.9. We may be confident 
that the model may be used for some extrapolations (in Fig. 2.9, an application 
to the point A would amount to an extrapolation), such as the effect of dredging 
the inflow channel, but we can not derive knowledge about the system's re
sponse to, e.g., making the inflow channel very shallow. 

• The problem of making statements outside the admissible domain is frequently 
met in applications. The various claims about anthropogenic changes of climate 
are based on such extrapolations of models. For instance, if a model is realistic 
in reproducing the present climate, it is not assured that its response to chan
ging greenhouse gas concentrations is described realistically. 

7 We will not discuss the meaning of "right" in this context. 
8 "Comparing with observations" is a trivial act if it is reduced to compare an observed map or 

curve with a simulated map or curve. In general, however, this naive approach is insufficient. 
When the forecasting capability is indicative of a model's skill, then ensembles of forecast 
should be fonned and overall measures of success be calculated (e.g. Livezey 1995); when the 
system is unpredictable, then a statistical comparison of simulated and observed data is requi
red; for instance in terms of means, characteristic patterns and spectra (von Storch and Zwiers 
1999). 
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2.3 Purpose of Models 

2.3.1 Quasi-realistic Models Surrogate Reality 

The main purpose of a quasi-realistic model is to provide scientists with an ex
perimental tool. As such, it is as complex as possible. A quasi-realistic model ge
nerates numbers as detailed as the real world (within the limits of spatial and tem
poral resolution). These numbers are consistent with observed numbers, i.e., to 
some approximation they are (statistically) indistinguishable from observed num
bers. Prototypes are modem climate models, featuring detailed dynamical models 
of the atmospheric, oceanic and (part of) the cryospheric dynamics. But even if 
highly complex, it is limited to its specific "admissible" domain in terms of scales 
and parameters (Fig. 2.9). 
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Fig. 2.9. Admissible domain of applicability of a model. Application to point A would be an 
extrapolation. 
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Quasi-realistic models are almost always expressed in numerical terms, and 
rarely as mechanical or other analogs. Essentially, they represent an engineering 
approach. 

A quasi-realistic model is composed of many sub-models, describing the vari
ous processes involved in the dynamics of the considered system. These sub
models, or process-models are ideally quasi-realistic models. In many cases, how
ever, the sub-models are strongly reduced to simple approximations and param
eterisations. 

Quasi-realistic models are used for various purposes: 

• They are used to test hypotheses, for instance to determine which of two con
current processes is more relevant in certain situations, and to quantify the sen
sitivity of the system to parameters, like the water depth in the case of the tidal 
basin or the greenhouse gas concentration in the climate change problem. 

• Another application is simulation. This accounts for the derivation of scenarios, 
i.e., of possible future developments given certain changes in the system's am
bient conditions. Such scenarios playa crucial role in many managerial decisi
on-making processes, ranging from coastal engineering to climate policy. 

• A somewhat different application is the performance of "control runs", i.e. of 
running the model with real or statistically modeled boundary conditions with 
the purpose of generating long time series of complete and dynamically consi
stent data. In particular, climate models are used in this manner, since detailed 
observations of the deep ocean or the free atmosphere are scarce or only have 
been available for a few decades. Then, the output of such control runs serves 
as substitute observations and is used to derive hypotheses about the real 
world's functioning. In certain applications, such data are also used in manage
rial decisions, as for instance concerning risk assessment in safety design for 
off-shore constructions. 

• Forecasting of the near-future development of the system is also done with such 
models. Numerical Weather Prediction models belong into this category. 

• A relatively modern application concerns the analysis of environmental states. 
Because of many degrees of freedom and practical barriers rendering certain 
variables unobservable, a complete analysis of the state's system is all but im
possible. However, an intelligent use of dynamical knowledge encoded in qua
si-realistic models allows for the dynamically consistent interpretation of spar
se, and to some extent uncertain, observations (Robinson et al. 1998). Such 
tools are called data assimilations, and their output "analyses". Note that analy
ses are merely best guesses of the real situation; it is a skillful approximation of 
the real situation; sometimes measures of certainty of the approximations are 
given. 

In this way, consistent and complete data bases of the system are provided. 
Quasi-realistic models do not provide immediate knowledge. Being most com

plex, the numbers need a skillful analytical treatment before conclusions can be 
drawn. The knowledge is hidden in the numbers; to extract this knowledge the 
output must be interpreted with the help of cognitive models, i.e., concepts derived 
from dynamical reasoning, screening observations, previous numerical experi
mentation, or simulation with statistical techniques (von Storch and Zwiers 1999). 
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2.3.2 Cognitive Models: Reduction of Complex Systems 

Cognitive models are characterised to be of minimum complexity; they describe 
all processes of "first order," i.e., all processes which are required to describe the 
main features of interest. The description of these processes is stripped down to 
the bare essentials. As such, cognitive models constitute knowledge. When using 
the phrase "we understand a system" (for certain scales and parameter ranges), we 
actually mean "we have a cognitive model to describe the phenomena we observe 
(or expect)." As such, the formulation of cognitive models is a key method in 
fundamental science. 

A prototypical case is the zero-dimensional energy-balance model of climate 
(e.g., Crowley and North 1991), in which the Earth's surface temperature is de
scribed as being in balance between incoming short wave radiation and outgoing 
long-wave radiation, and the two processes modulated by albedo and back scat
tering. Often, the needed parameters in such models are determined semi
empirically. 

Of course, cognitive rpodels may also be built with~ tlie intention to derive hy- . 
potheses, i.e., by suggesting certain processes to be of first order and to derive 
hypotheses about implications. Then these hypotheses may be examined with the 
help of observational evidence or simulations with quasi-realistic models. 

In most cases, the derivation of cognitive models is left to the insight and inge
nuity of the researcher. A classical case are the two rivaling explanations of the 
Gulf Stream put forward by Munk and Stommel in the late 1940s (see Pedlosky 
1987). However, there are ways of pursuing the goal of a "good" cognitive model 
in an objective manner. The scale analysis mentioned above, based on a Taylor 
expansion of the relevant parameters in the dimensionless equations is one such 
way. Another general one is Hasselmann's Principal Interaction Pattern concept 
(Section 11.4: Hasselmann 1988; von Storch and Zwiers 1999). 

2.4 Conclusions 

In this discourse we have discussed the scientific approach of "modeling," which 
is usually not conceptualised. In about all scientific disciplines, classical natural 
sciences, environmental sciences, social and cultural sciences, the term "model" is 
used. A joint property of all these models is that they refer to a complex part of 
reality and that they are simpler than reality_ Otherwise, these models vary widely 
in concept, design and purpose. Nevertheless everybody seems to believe that his 
or her use of the term is the genuine one, supposedly understood by everybody 
else. Examples are mental maps in social sciences, digital elevation maps in earth 
science and world models in economy. Some models are static, like a map, others 
are 9ynamic, including a predictive capability. Some models are scientific con
structs, others are social or historical constructs. 

In interdisciplinary cooperation, then, severe misunderstandings emerge and 
hinder the flow of ideas and knowledge between the different traditional branches 
of science. This is in particular a problem in modem environmental sciences, 
which are rapidly expanding across traditional disciplinary borders. 
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In this paper we have attempted to characterise two major types of models em
ployed in physical environmental sciences; cognitive and quasi-realistic models. 
Both playa key role in the progress of environmental science. Indeed, in this sci
ence the classical loop "... --+ experiment --+ theory --+ experiment --+ theory 
--+ ... " is replaced by the loop "... --+ quasi-realistic --+ cognitive --+ quasi
realistic --+ ... ". 
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Chapter 3 
Basic Concepts in Dynamical Modeling 

by Peter Muller 

Abstract 

This paper reviews some of the physical theories that form the basis for the dy
namical modeling of environmental systems. The theories apply to different ide
alized circumstances and employ different physical and mathematical concepts. 
The review emphasizes the distinction between discrete-and continuous, conser
vative and dissipative, reversible and irreversible, deterministic and stochastic, 
predictable and chaotic, Lagrangian and Eulerian, and microscopic and macro
scopic systems or descriptions. It is shown that the introduction of probabilistic 
concepts cannot resolve the incompatibility of reversible microscopic dynamics 
and irreversible macroscopic dynamics. 

3.1 Introduction 

Numerical models of the physical environment are generally based on a set of 
dynamical equations that are supposed to represent the laws of physics or "the 
physics of the system." Laws of physics can be expressed in compact form, e.g. as 
differential equations, and their validity can be demonstrated in "simple" experi
ments. The application of these laws to the environment, which is a complex and 
open system, is by no means trivial and represents a major problem in environ
mental modeling. The reason is that physical theories offer many ways to formu
late dynamical equations, using different concepts and representations. The state 
of the system can either be specified by the position of a set of discrete particles or 
by the values of a set of continuous field variables. The dynamics can be Hamilto
nian and reversible or dissipative and irreversible. Field theories can be formulated 
in Lagrangian or Eulerian frames of reference. The equations can be detenninistic 
or stochastic. Systems can be predictable or chaotic. One can choose a micro
scopic or macroscopic description. These and other basic concepts are reviewed 
here as they manifest themselves in physical theories such as classical mechanics, 
thermodynamics, and statistical mechanics. It is the basic thesis of this article that 
there are no dynamical equations for environmental systems per se. The fact that 
the system must obey the laws of physics does not automatically yield a set of 
useful dynamical equations. The modeler must choose a specific set of dynamical 
equations or a specific physics. This article is to demonstrate that there are indeed 
many kinds of physics. The choice of physics will depend on prior knowledge of 
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the functioning of the system and on the objectives of the modeling effort. The 
choice of physics is the first decision a modeler makes. It is a major decision. 
Different choices will lead to different results. 

3.2 Classical Mechanics 

Classical mechanics is the oldest of the physical theories. It was put on a quantita
tive basis by Newton. 

3.2.1 Equations of Motion 

The standard problem in classical mechanics is the motion of a particle under the 
action of forces. In classical mechanics, a particle is a point of mass m. Its motion 
is described by its position x in physical space as a function of time t 

x = x(t) (3.1) 

This function is called the particle trajectory. The dynamical law governing the 
motion of a particle is Newton's second law 

mx(t) = F(x) (3.2) 

which states that the mass m times the acceleration x is given by the force F act
ing on the particle. The dot denotes a time derivative. Often the force can be de
rived from the potential energy U(x) of the particle by F = \lU. Equation (3.2) 
constitutes the equation of motion for the problem. Together with initial condi
tions for the position and velocity 

x(t=O)=xo 
x(t = 0) = Vo 

it can be solved to give the particle trajectory x(t). 

(3.3a) 

(3.3b) 

The simplest example is that of a one-dimensional harmonic oscillator whose 
equation of motion is given by 

mx= -Dx (3.4) 

where D is the "spring" constant. The solution is 

Vo . x = - smwt + xocoswt (3.5) 
w 

with the frequency OJ given by 
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D 
w2 =-

rn 

Some noteworthy properties of the equation of motion (3.2) are these: 

• It is deterministic 
• It is reversible. If Xj(t) is a possible solution, so is x2(t) = xj(-t). 
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(3.6) 

Newton's law implies a somewhat "static" view of the dynamical evolution of 
the system. The past and the future of the particle are completely determined by 
the equation of motion and by the initial conditions. There is no real change. This 
"static" character of classical mechanics has been a problem in the philosophical 
discussion of concepts like evolution and free will. 

The extension to a N-particle system is straightforward and given by 

n=l, ... ,N (3.7) 

where the index n counts the particles and where, following standard procedures, 
the potential has been split up into an interaction potential Ui (xj, ... ,xN), which 
depends on the positions and possibly on the velocities of all interacting particles 
and into an external potential Ue(x) that is prescribed. Typical applications are the 
N-body problem in celestial mechanics where N = 0(10) and the microscopic 
description of gases where N =0(1023). Another extension is the dynamics of rigid 
bodies where in addition to the position of the rigid body one needs variables that 
describe the orientation of the rigid body. 

3.2.2 Hamiltonian Dynamics 

The equation of motion (3.2) is a second order ordinary differential equation. By 
the coordinate transfoffi1ation 

q=x 
p = rnx 

it can be transformed into a coupled set of first order differential equations 

. p 
q=

rn 

11=F 

The variable p is called the momentum. 

(3.8a) 

(3.8b) 

(3.9a) 

(3.9b) 

The Hamiltonian H is the energy expressed in these new variables. For the 
system (3.2), the Hamiltonian is 
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1 
H(q,p) = -p- p+U(q) 

2m 

Chapter 3 . Basic Concepts in Dynamical Modeling 

(3.10) 

where the first tenn is the kinetic and the second tenn is the potential energy. For 
the one-dimensional hannonic oscillator (3.4), we specifically have 

1 1 H=_p2 +_Dq2 
2m 2 

(3.11) 

Using the Hamiltonian, the equations of motion (3.9) can be written in the fonn 

· aH q=ap 
· aH p=--

aq 

In this form they are called Hamilton's equations. 

(3.12a) 

(3.12b) 

In the Hamiltonian description of classical mechanics, all the relevant dynami
cal infonnation is contained in one single scalar function, the Hamiltonian, even 
for an N-Particle system. This is quite a compact description. 

A solution (q(t), p(t» of Hamilton's equations is now a trajectory in the six
dimensional phase space spanned by q and p. For an N-particle system, the phase 
space has dimension 6N. For a single particle moving in one direction, the phase 
space is two-dimensional, and Hamilton's equations are equivalent to the equa
tions 

· a'ljJ x=u=-ay (3.13a) 

· a'ljJ y=v=--ax (3.13b) 

that describe the flow of an incompressible fluid in two dimensions with stream 
function'ljJ(x,y). 

3.2.3 Integrable Systems 

A system is called linear if the equations of motion are linear in the variables q 
and p. The Hamiltonian is then a quadratic fonn. The hannonic oscillator (3.11) is 
a linear system. A quadratic Hamiltonian can generally be diagonalised by a suit
abk coordinate transfonnation. In the new variables, the system then represents a 
set of uncoupled linear oscillators. 

Another simple situation arises when a set of "angular" and "action" variables 
(8, J) can be found such that the Hamiltonian is a function of the action variables 
J only: 
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H = H(J) (3.14) 

Then the system is called integrable. Indeed, in this case, Hamilton's equations 
take the form 

. aH 
e=-= w (J) 

aJ 
. aH 
J=--=O ae 

and are easily integrated to yield 

J(t) = J o 
8(t) = w(J o)t + Do 

(3.15a) 

(3.15b) 

(3.16a) 

(3.16b) 

with Jo and Do being constant vectors. The harmonic oscillator is, of course, such 
an integrable system. 

The integrable system (3.14) has three constants of motion, the three compo
nents of the vector J. This constrains the motion to a three-dimensional subspace 
of the six-dimensional phase space. For the one-dimensional linear oscillator, the 
motion is constrained to an ellipse (or circle if properly normalised) in two
dimensional (q,p)-space. For two uncoupled linear oscillators, the motion is con
strained to the two-dimensional surface of a torus in four-dimensional (qj,pj,q2,p2)

space. For an N-particle system, the motion is constrained to a 3 N-dimensional 
subspace. 

For most of the last century, physicists have searched for the magic transfor
mation that would tum their equations of motion into the integrable form (3.15). 
At the end of the century, they finally realised that most interesting systems, 
starting from the celebrated three-body problem, are not integrable. They gener
ally have only one constant of motion; the energy. The motion is thus only con
strained to the (6N-l)-dimensional energy surface in phase space. 

Furthermore, most systems are not only not integrable, but they are also er
godic. Any trajectory comes arbitrarily close to any point on the energy surface. 
The trajectory "fills out" the energy surface. Filling out the (6N-l) dimensional 
energy surface (as ergodic systems do) is quite different from being constrained to 
a 3N-dimensional surface (as integrable systems are), especially if N = 0(1023). 

3.2.4 Flow in Phase Space 

A single trajectory is not enough to characterise a system and to deal with situa
tions where the initial conditions are not known exactly. One must consider the 
ensemble of trajectories or the time dependent mapping 

(3.17a) 
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(3.17b) 

which maps initial values (qo,Po) onto their values at some future (or earlier) time. 
This mapping describes a flow in phase space (or on the energy surface) much like 
a fluid flow in physical space. For Hamiltonian systems, this flow in phase space 
has zero divergence 

(3.18) 

The volume in phase space is conserved by the motion. This is Liouville's theo
rem. 

If the system is nonlinear, the geometric and topological properties of the map
ping (3.17) or the associated flow in phase space might be quite complex. A 
given volume element might be stretched out into eyer finer filaments until the. 
whole phase space is covered. Neighbouring points diverge and end up in different 
parts of the phase space. Such flows are called mixing flows. More formally they 
are defined as follows. Consider a volume element Ao at the time t==O. It is mapped 
onto the volume element AI at time t. Denote by P the relative volume of these 
volume elements, i.e., their volume divided by the total volume of phase space. If 
the volume element Ao is asymptotically stretched out over the whole phase space, 
then one has for any volume element B 

(3.19) 

The question is, of course, what is being mixed here, since the system is re
versible? First, equation (3.19) also holds when we let t approach minus infinity. 
The time symmetry is not broken. What is being mixed or deteriorating is "coarse 
grained" information about the system. This can be seen if we interpret P as a 
probability and apply (3.19) to B == Ao. We then find 

tlJ!!:oo < (y (t) - < y (t»)(y (0) - < y (0) » > = 0 (3.20) 

where y (t) == (q (t),p (t)). Cornered brackets denote an ensemble average or aver
age over phase space. Equation (3.20) states that the values y (t) become less and 
less correlated with the initial value y (0) as time progresses. 

3.3 Ideal Fluids 

Ideal or perfect fluids do not incorporate any dissipative processes. Their theory is 
an example of a classical field theory. Ideal fluid mechanics is formulated in either 
a Lagrangian or an Eulerian frame of reference. 
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3.3.1 Lagrangian Description 

In the Lagrangian description, the ideal fluid flow is described by the position x of 
a fluid particle as a function of its label s and time" 

x = xes, r) (3.21 ) 

The label coordinates s = (SI,S2,S3) form a three-dimensional manifold. Often the 
initial condition Xo = xes, "=0) is used as a label. The Lagrangian description repre
sents a time-dependent mapping from label to position space. The equations of 
motion for an ideal fluid in an external gravitational potential cfJix) are given by 

(3.22) 

where p is the mass density and p the pressure. The dot again denotes the time 
derivative. The mass density is inferred from the conservation of mass 

1 
p(s,r) = KP(s,r=O) (3.23) 

where K = o(x)/a(xo) is the Jacobian of the mapping from the initial position Xo to 
the actual position x. The pressure is given by the equation of state 

p = p(p,T/) (3.24) 

where we have assumed a one-component system and chosen the specific entropy 
rJ as the second independent thermodynamic variable. For an ideal fluid, the spe
cific entropy of a fluid particle does not change with time 

rJ( s , r ) = T/( S ,r = 0) (3.25) 

This is the definition of an ideal fluid. The equation of motion (3.22) together 
with (3.23), (3.24), and (3.25) provide a complete dynamical description of a per
fect fluid. 

The Lagrangian description is the generalisation of the discrete N-particle sys
tem (discussed in the previous section) to a continuous system with an infinite 
number of degrees of freedom. The discrete particle label i is replaced by the con
tinuous label s. The equation of motion (3.22) is a continuous version of (3.7). The 
pressure is the "interaction potential" that describes the effect of all neighbouring 
fluid particles on the particle under consideration. Most of the concepts of classi
cal mechanics can be generalised to ideal fluids. Ideal fluids are Hamiltonian sys
tems. The Hamiltonian density is given by 

(3.26) 
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where the first term is the kinetic energy density, p e lp, 'Y}) the internal energy 
density, and prjJg the potential energy density. However, fluid dynamicists rarely 
use the Lagrangian description, despite the fact that it represents a straightforward 
generalisation of classical mechanics. Instead, they use the Eulerian description. 

3.3.2 Eulerian Description 

In the Eulerian description, the position x and time t are introduced as independent 
variables and the fluid velocity 

u(X, t) = xes, T) (3.27) 

as the dependent variable. To avoid ambiguities, time is denoted by t in the Eule
rian frame and by T in the Lagrangian frame. Lagrangian and Eulerian time de
rivatives are related by 

a a D 
-J(S,T) = (-+ u'V)J(x,t) =: -J(X,t) 
aT at Dt 

(3.28) 

where DIDt is called either the advective, the convective, the Lagrangian, or the 
material time derivative. Using (3.28), the momentum, mass, and entropy equa
tions (3.22), (3.23), and (3.25) transform to the Eulerian equations 

D 
p-u = -Vp - pV¢. 

Dt g 

D 
-p= -pV'u 
Dt 
D 
-'Y}=O 
Dt 

(3.29a) 

(3.29b) 

(3.29c) 

where all variables are functions of x and t. These equations have again to be 
augmented by the equation of state p = p(p,'Y}). 

The Eulerian equations (3.29) are true field equations. They are a set of partial 
differential equations with respect to space x and time t. They are deterministic 
and reversible. They are simpler than the Lagrangian equations. The Eulerian 
equations can be solved (in principle),without calculating the particle trajectories. 
If one is interested in the particle trajectories, one can calculate them from the 
Eulerian velocity field u(x, t) by solving the ordinary differential equations 

d -x(t) = u(x(t),t) 
dt 

subject to the initial conditions x(t = 0) = xo' 

(3.30) 

The Eulerian description is a reduction of the dynamics. Instead of the six ca
nonical variables x and p = p x in the Lagrangian frame, one has only the five 
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variables u, p, and 11 in the Eulerian frame. The price paid for this reduction is that 
these variables are non-canonical. The reason why this reduction is possible is that 
the thermodynamic state of a fluid particle is completely determined by two ther
modynamic parameters, say p and 11, whereas the Lagrangian description uses a 
three-dimensional manifold s=(Sj,S2>S,) to label fluid particles. A one-dimensional 
relabeling transformation can be carried out without affecting the thermodynamic 
state of the fluid particle and hence without affecting the dynamics of the system. 
Any transformation that does not change the dynamics gives rise, via Noether's 
theorem, to a conservation law. The conservation law associated with the invari
ance under particle relabeling is the conservation of potential vorticity. This con
servation law has no analogue in discrete particle mechanics, since Noether's 
theorem requires infinitesimal continuous transformations. 

The Eulerian field equations can be cast into a Hamiltonian form by adding 
auxiliary non-physical variables. A Hamiltonian formulation always requires an 
even number of variables. Because of this addition of non-physical variables 
Hamiltonian formulations of the Eulerian equations are rarely used. 

3.4 Thermodynamics 

Macroscopic systems are governed by the laws of thermodynamics. Thermody
namics is quite different from classical particle mechanics. Macroscopic systems 
are dissipative and irreversible. They are under the spell of the second law of 
thermodynamics. 

3.4.1 The Second Law of Thermodynamics 

The second law of thermodynamics considers changes in the entropy S of a sys
tem. The total change of entropy is given by 

dS = dSe +dS; 

where 

c5Q 
dS =

e T 

(3.31) 

(3.32) 

is the entropy change caused by the exchange of heat DQ with the surroundings. 
Here T is the absolute temperature. The entropy increases if heat is added and 
decreases if heat is subtracted. The entropy changes by internal processes are 
given by dS;. The second law of thermodynamics states that these internal proc
esses always increase the entropy 

(3.33) 
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The processes that cause the entropy increase are the dissipative processes of 
molecular friction, conduction, and diffusion. Processes for which dS i = 0 are 
called reversible; processes for which dSi > 0 are called irreversible. In the theory 
of macroscopic systems, reversible processes are an unattainable limit. 

The second law implies that an isolated system will approach an equilibrium 
state where the entropy is a maximum, subject to the constraints that the system 
conserves its total mass, momentum, angular momentum, and energy. In thermo
dynamic equilibrium, the temperature and the chemical potential are constant, and 
the system as a whole moves with a constant translational velocity and rotates 
with constant angular frequency. 

The second law states that macroscopic systems are irreversible. This is not 
compatible with reversible classical particle mechanics. 

3.4.2 Diffusion 

A particularly simple example that demonstrates the existence of an equilibrium 
state and the approach towards equilibrium is the macroscopic diffusion process. 
Macroscopic diffusion (in one dimension) is governed by Fick's law 

(3.34) 

where c (x,t) is the concentration of a substance and D (= const) the diffusion coef
ficient. If the diffusion occurs in a "container" of unit length, then the boundary 
condition that no mass leaves the "container" is 

First, there exists an entropy functional for this system, namely 

+1/2 

S = - Jdx(Bxc)2 sO 
-1/2 

This entropy changes by 

dS 
- = -Jdx2BxcBxB{c 
dt 
= -2J dxBxcBx(DBxBxc) 

-2DJ dxBx(BxcBxBxc) + 2DJ dX(Bx Bxc)2 

= 2D Jdx(BxBxc)2;:, 0 

(3.35) 

(3.36) 

(3.37) 

where we have used the diffusion equation (3.34) and the boundary condition 
(3.35). Thus the system evolves from some initial state where So < 0 to a final state 
of constant concentration where Soo = o. 
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For the initial concentration 

c(x, t = 0) = 1 + cos2m (3.38) 

we find the solution 

c(x,t) = 1 + e-Dtcos2m (3.39) 

For an initial concentration c(x,t=O)=D (x) we find for an unbounded domain 

ext - ex ---I {X2 } 
( , ) - (4JUJt)I/2 P 4Dt (3.40) 

The diffusion process is the prototype of an irreversible process. 

3.5 Dynamical Systems 

Environmental systems are very complex. They have an infinite number of de
grees of freedom which interact in a highly nonlinear manner. They are open, i.e., 
in contacts with their surroundings. Even if we were able to formulate the exact 
equations of motion for such a system, it would be impossible to solve these 
equations. Approximations must be applied, often very drastic ones, in order to 
reduce the number of degrees of freedom to a manageable size. In other situations 
one formulates equations in an ad-hoc manner without detailed reference to some 
underlying physics. These procedures often yield a set of coupled ordinary differ
ential equations 

yet) = F(y(t)) (3.41 ) 

for a state vector y (t) = 01 (t), ... , YN(t)) of small dimension N. Systems described 
by (3.41) are called dynamical systems. The solution y (t) describes a trajectory in 
the N-dimensional phase space spanned by Y1 to YN. If the solutions for different 
initial conditions y(t=O) = Yo are considered, one again has a mapping or flow in 
phase space: 

A typical example are the Lorenz equations: 

x = -ox+oy 

Y = rx - y-xz 

i = xy - bz 

(3.42) 

(3.43a) 

(3.43b) 

(3.43c) 
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They are supposed to describe the essential features of a convective system 
where x is the circulation velocity, y the temperature difference between up and 
downward moving fluid particles, and z the deviation of the vertical temperature 
gradient from its equilibrium value. The constants 0> 0 and b > 0 describe proper
ties of the fluid, and r > 0 is a control parameter which characterises the applied 
temperature difference l1T that drives the convection. The Lorenz system is a 
system with three degrees of freedom. Its phase space is three-dimensional. The 
system has quadratic nonlinearities. 

The analysis of dynamical systems is generally based on the geometric and 
topological properties of the mapping (3.42). If this mapping conserves phase 
space volume, the system is called conservative and it is very similar to the Ham
iltonian systems considered in Sect. 3.2.4. If the mapping does not conserve phase 
space volume, it is called dissipative. If all trajectories approach a point, the sys
tem is very similar to the irreversible thermodynamic systems considered in Sect. 
3.4. Between these extremes, dynamical systems show a wide range of intermedi
ate behaviour. 

Dynamical systems can show very irregular behavior. This irregular behavior is 
caused internally by the nonlinearities. The dynamic system is said to be chaotic 
when points in phase that are initially close to each other diverge from each other 
at a sufficiently fast (= exponential) rate. 

A subspace of phase space is called an attractor, if all trajectories converge onto 
this subspace. Attractors can have very complex structures. They can have any 
dimension between 0 and N, including fractal dimensions. 

A point Y 0 that satisfies 

(3.44) 

is called a fix point. If the eigenvalues of the stability matrix aFi lay} (y = Yo) are all 
negative, then the fix point is stable and acts as an attractor for its immediate 
neighbourhood. If one of the eigenvalues is positive, the fix point is unstable. 
Systems with unstable fix points can become chaotic. 

The analysis of the Lorenz system (3.43) shows that its behaviour is governed 
by the value of the control parameter r. The system has three fix points 

Xl = O'YI = O,ZI = 0 

X 2,3 = ±~ b(r -1), Y2,3 = ±~ b(r -;-1), Z2,3 = r-l 

(3.45a) 

(3.45b) 

The first point corresponds to a state of pure molecular heat conduction without 
any motion. The second fix point corresponds to a state of convective rolls. For 
0< r < 1, the first point is stable. For 1 < r < rc where 

0+b+3 r =0----
c o-b-l 

(3.46) 

the second fix point becomes stable. For r > rc the system becomes chaotic with 
the famous "butterfly attractor", which has a dimension of 2.06. 
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The analysis of dynamical systems has shown that detenninistic systems can 
generate irregular behaviour internally. It does not need to be imposed by irregular 
forcing or by randomness. This was a major insight. 

A chaotic system is not predictable since we can never know its initial condi
tion with ultimate precision. This raises the question of how to "verify" or "vali
date" its dynamics experimentally or observationally. The standard "verification" 
procedure which compares the theoretical prediction with the experimental or 
observed value fails. 

Dynamical system equations are usually derived by ad-hoc procedures or by 
drastic approximations to basic physical equations. The Lorenz system is sup
posed to describe convective fluid flows either in the laboratory or in the atmos
phere. These fluid flows have an infinite number of degrees of freedom. Because 
of these drastic reductions, it is not always clear to what extent the original system 
shares the properties of the reduced dynamical system. 

3.6 Statistical Mechanics 

Statistical mechanics attempts to derive the macroscopic phenomena and laws 
from the microscopic properties of the system. The prototype problem is the deri
vation of the thennodynamic properties of a substance from the properties of its 
constituent molecules. The derivations involve combinatoric and probabilistic 
arguments. 

3.6.1 Combinatorics 

Consider N different molecules ml, ... , mN. In how many ways can you distribute 
them into two boxes such that Nl molecules are in the first box and N2 = N - Nl 
molecules are in the second box? This is a problem of combinatorics. Unordered 
selections of Nl objects from N objects are called Nl-combinations and their num
ber is given by 

(3.47) 

If we define the microstate as the specification of which of the molecules 
ml, ... , mN is in which box and the macrostate as the number of molecules in a 
box, then C(Nl ) is the number of microstates that lead to the same macrostate. If 
we assume that all microstates have the same probability, then the probability of 
the macrostate Nl is given by 

(3.48) 
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smce 

This probability distribution is the binomial distribution where the probability 
of both events is 1/2. There is thus an alternative interpretation of the result (3.48), 
namely that (3.48) describes the probability of finding Nl molecules in box 1 if 
one puts each of the N molecules with probability 1/2 in either box 1 or box 2. For 
large N, the binomial distribution can be approximated by the Gaussian distribu
tion 

peN,) "" ~ exp --
2 {I (N, -N/2)2} 

-v2lfN 2 N/4 
(3.49) 

with mean f.l = N/2 and variance cl = N/4. For large N we thus find that the distri
bution is sharply peaked at Nl = N/2 with o/!! = l/(N) 1/2. 

Thermodynamics, i.e., diffusion theory, holds that the state with an equal num
ber of molecules in both boxes is the thermodynamic equilibrium state, the state of 
maximum entropy. The above combinatoric/probabilistic arguments identify this 
thermodynamic equilibrium state as the state with the highest probability. The 
approach toward thermodynamic equilibrium is the approach from a less probable 
to a more probable state. Indeed, Boltzmann put this connection on a quantitative 
basis by postulating the following relation between the macroscopic entropy Sand 
the microscopic probability p 

S = klnp (3.50) 

where k is now called the Boltzmann constant. The higher the probability of a 
state, the higher is its entropy. 

These connections between macroscopic laws and microscopic physics are, 
however, based on various assumptions. Foremost is the question why do all mi
crostates have the same probability? Here one usually invokes the ergodic hy
pothesis. Firstly, it states that the microscopic system is ergodic, i.e., it "fills out" 
the phase space. Secondly, it states that the phase space is filled out uniformly. 
Time averages can be replaced by phase space averages where every microstate 
has the same probability. In most cases, this ergodic hypothesis cannot be proven 
explicitly or numerically but must be assumed. There is the additional problem of 
whether or not the ergodic hypothesis is independent of representation. If one 
chooses to describe the system by a different set of variables, will one get the 
same result? Equal probabilities in Cartesian coordinates differ from equal prob
abilities in spherical coordinates. Despite these fundamental problems, statistical 
mechanics has successfully been applied to a wide variety of problems. 
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3.6.2 H-theorem 

Statistical mechanics also provides an explanation for the approach toward ther
modynamic equilibrium. It is simply the approach to a more probable state. In a 
statistical mechanical context, the entropy S as given by (3.50) is usually denoted 
by H' and the statement that the entropy increases is called the H-theorem. Any 
proof of the H-theorem runs into a very basic problem. The laws that govern the 
microscopic system are reversible. How can one derive an irreversible macro
scopic law from reversible microscopic dynamics? The probabilistic interpretation 
seems to be the way out; however, not quite as the following example will show. 

Consider two bowls and N white marbles wl, ... ,wN and N black marbles 
bl, ... ,bN. There are N marbles in each bowl. The dynamics is to take randomly 
one marble from each box and exchange them. The microstate is determined by 
which marble is in which bowl. The macrostate is that there are 11k white marbles 
in bowl 1 after k exchanges. The number 11k completely specifies the macrostate, 
because if there are 11k white marbles in bowl 1, then we know that there are N - 11k 

black marbles in bowl 1 and N - 11k white and 11k black marbles in bowl 2. The 
microscopic dynamics is stochastic, as opposed to deterministic, but it is reversi
ble. The probability of going from one microstate A to another microstate B where 
two specific marbles are exchanged is given by 

and is the same as going from B to A 

SA I 
P =-2 

N 

(3.51) 

(3.52) 

Now consider the macrostate that there are 11k white marbles in bowl I after k 
exchanges. The number of possible microstates for this macrostate is 

(3.53) 

If all the microstates are assumed to have the same probability then the prob
ability of the macrostate is given by 

(3.54) 

The entropy of this macrostate is according to Boltzmann's formula (3.50) with 
k =1 

I Note that in the original literature, H denotes minus the entropy. 
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H = In p(nk) 
(N,)4 

= 111--· --2In(N -l1k)!-2In nk! 
(2N)! 
(N!)4 

"" In-- - 2(N - I1k)ln(N - nk) - 211k In 11k 
(2N)! 

(3.55) 

where we have used Stirling's fonnula In N! ",.N In N which is a good approxima
tion for large N. The maximum of H is obtained from the condition aH/ank = 0 and 
is reached for the macrostate 

(3.56) 

This is the expected result. 
Next, consider the probabilities to go from the mac.:rostate nk to the macrostate. 

nk+l, which are given by . 

(3.57a) 

(3.57b) 

(3.57c) 

These probabilities can be rationalised as follows: In order to go from nk to 
I1k+l = nk+ lone has to take one black marble out of bowl 1. The probability for this 
is (N - nk)/N, since there are (N - nk) black marbles in bowl 1. Simultaneously, one 
has to take one white marble out of bowl 2. The probability for this is (N - nk)IN, 
since there are (N - nk) white marbles in bowl 2. The other probabilities follow by 
the same reasoning. Thus, 

p+ = (N- nk)2 

p_ 111:: 
(3.58) 

If nk < N/2, then p)p.> 1. It is thus more probable that the system will approach 
the equilibrium value nk = NI2 than to move away from it. For the entropy we find 

(3.59) 

However, consider next where the system was most likely coming from. The 
probability that it came from 11k-! = nk + 1 is 
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(N!)2 (N!)2 

= (2N)! [(N -l1k-1)!(l1k +l)!Y 

(11k + 1)2 (N - 11k )2 

N2 N2 
(3.60) 

Similarly, the probability that it came from nk _ l = nk - 1 is 

(N!)2 (N!)2 (N -11k +1)2 (N -l1k )2 

= (2N)![(N-l1k+1)!(l1k- 1)!Y N2 N2 
(3.61) 

The ratio is 

(3.62) 

if 11k < N /2. It is thus more probable that the system came from I1k.l = I1k+ 1 than 
from I1k-l = 11k - 1. One can also prove that P+o+ is larger than any other path that 
goes through 11k. The state 11k is thus most likely an extremum. It came most likely 
from a state closer to equilibrium. It will move most likely to a state closer to 
equilibrium. For the entropy we find Hk.1 > Hk and H k+l > Hk or in differential 
form 

dH > 0 fort> 0 
dt 

dH < 0 fort<O 
dt 

The entropy does not increase monotonically, as in thermodynamics. The sta
tistical mechanics approach implies that the system is fluctuating about its equilib
rium state. The time symmetry is not broken by applying probabilistic arguments. 
One cannot derive irreversible macroscopic laws from reversible microscopic 
dynamics. 

On the other hand, on philosophical grounds one might argue that one should 
apply probabilistic arguments only forward in time; to the future and not to the 
past. Only the future is open. The past is factual and is, in principle, known. When 
applying probabilistic arguments only forward in time, no inconsistencies arise. 
The approach toward thermodynamic equilibrium is an approach toward the most 
probable state. 
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3.7 Stochastic Processes 

Probabilistic concepts can also be inserted directly into dynamical equations, 
transforming deterministic differential equations into stochastic differential equa
tions. The random walk often serves as a starting point for this procedure. 

3.7.1 Random Walk 

Consider a particle moving on a discrete lattice ... ,-2, -1, 0, I, 2, .... It is released 
at time t = 0 at the position m = O. At each time step it moves to the left or to the 
right with equal probability 1/2. What is the probability that it will be at position m 
after N time steps? To end up at m, the particle must make s move to the left and 
N-s move to the right where s = (N-m)/2. The probability for this to occur is again 
the binomial probability distribution 

or 

p( s) = (N) (! \ N 
s \2J 

pes) "'" --exp -2 {I (s - N /2)2 } 
..J2l1N 2 N /4 

for large N as before. The probability for being at m is then given by 

p(m) = p(s)- = --exp ---ds 1 {I m2} 
dm ..J2l1N 2 N 

(3.63a) 

(3.63b) 

(3.64) 

If we substitute x = am, where a is the distance between two adjacent lattice points 
and t = Nr, where r is the time interval between successive steps then we obtain 

dm 1 {X2 } 
p(x,t) = p(m,N) dx = (4nDt)I/2 exp - 4Dt (3.65) 

where 

(3.66) 

This solution for the probability density function is the same as the solution 
(3.40) for the concentration of the diffusion equation. We thus have discovered an 
underlying stochastic process for the macroscopic diffusion process. If individual 
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particles perform a random walk, then their concentration is governed by a diffu
sion process with diffusion coefficient (3.66). 

The transition from a stochastic process that is discrete in space and time to a 
process that is continuous can of course directly be made at the level of the gov
erning equation, not only in the solution. 

3.7.2 Autoregressive Process 

Let us first consider space to be continuous. This leads to the autoregressive proc
ess 

(3.67) 

which describes how the "position" of a particle changes from time step n - 1 to 
time step 11 by a continuous random increment 'fJn-I' The- CDefficient a is a free 
parameter. The increments 'are generally chosen to be uncorrelated random vari
ables each with a Gaussian distribution N(O,d) of zero mean and variance d. 
Thus 

< 17n >= 0 

{a2 for n = n'} 
< 'fJ n 'fJn' >= 0 for n '" n' 

where angle brackets denote the expectation value. 

(3.68a) 

(3.68b) 

For a = 1, Eq. 3.67 describes a random walk. The variance of the random walk 
satisfies the recursion formula 

< xnxn >=< xn_1xn_ 1 > +02 + 2 < x n_l17n_1 > 
2 =< Xn_1X I1_ 1 > +0 (3.69) 

since X n_1 only depends on 'fJn-k with k > 1. At each time step the variance thus in
crea~es by d. The random walk is nonstationary with ever increasing variance 

lim (3.70) 
n-;.oo 

For lal < 1, the autoregressive process becomes stationary. Without any random 
forcing 'fJ, the system will approach the limit x = O. The random forcing keeps the 
system "alive." However, being alive only means fluctuations about the mean 
state <x> = O. 

Generalisations of the autoregressive process (3.67) are the ARMA (p,q) proc
esses 
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p q 

Xn = 2: a kXn-k+ 2:f3k1Jn-k (3.71) 
k=l k=l 

where ak and 13k are constants. ARMA stands for autoregressive moving average. 
The process (3.67) is an ARMA(l,O):=:AR(l) process. 

3.7.3 Langevin Equation 

Time can also be made continuous. One then arrives at the Langevin equation 

dx(t) 
-- = -)'X(t) + T;(t) 

dt 
(3.72) 

where y is a damping constant and where ~(t) is now a random Gaussian process 
with the properties 

(T;(t)) '" 0 

(T;(t)T;(t ' )) = a 20(t - t ' ) 

(3.73a) 

(3.73b) 

This process is called white noise and denoted by WN(O, 0 2). The white noise 
process has infinite variance. This causes certain complications. One therefore 
introduces the Wiener process 

Wet) = i dtlT;(t') (3.74) 

which is the random walk generated by white noise. It is a nonstationary process 
whose variance grows linearly in time 

The increment of the Wiener process 

I+dt 
dW(t) = Jt dtlT;(t ' ) 

has the properties 

{dW(t)) = 0 

(dW(t)dW(t ' )) = 0 for tort' 

(dW(t)dW(t)) = a 2dt 

and can be used to rewrite the Langevin equation as 

(3.75) 

(3.76) 

(3.77a) 

(3.77b) 

(3.77c) 
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dx(t) = - yx(t) + dW(t) (3.78) 

This form most clearly shows the difference between stochastic and determi
nistic forcing. If instead of the white noise forcing term ~(t) we had a deterministic 
forcing term f(t) in the Langevin equation (3.72), then the increment in (3.78) 
would be f(t)dt, whereas it is dW(t) - ..; dt for white noise forcing. The determini
stic increment is proportional to dt. The stochastic increment is proportional to the 
square root of dt. This difference reflects the fact that the white noise process is so 
irregular, that standard estimates fail for the integral (3.76). This irregularity also 
causes the variance of the random walk to grow more slowly, proportional to t (or 
n) as we found in (3.75) (or (3.70» and not proportional to r as it would for de
terministic forcing. The irregular structure of white noise forcing also requires a 
new calculus, as we see next. 

3.7.4 Stochastic Differential Equations 

A straightforward generalisation of the Langevin equation is 

dx(t) = A(x(t),t)dt+B(x(t),t)dW(t) (3.79) 

where A und B are arbitrary functions. If the function B depends on x(t), then the 
noise becomes multiplicative, as opposed to additive. Equation (3.79) is the pro
totype of an ordinary stochastic differential equation. Its interpretation is, howe
ver, not unique. This can be seen as follows. Integrate (3.79) from t to t+dt. One 
obtains 

dx(t) = f+dt A(x(t'))dt' + f+dt B(x{t'»)dw{t') (3.80) 

where we have neglected the irrelevant explicit time dependence of the functions 
A and B. If we substitute the initial value x(t) for x(t') in the integrands, then we 
recover (3.79). However, if we substitute a weighted average between the initial 
value and the end value 

x(t) = (1- a )x(t) + ax(t + dt) 
= x(t) + adx(t) 

then we obtain 

dx{t) = A( x(t) + adx(t) )dt + B( x(t) + adx(t) )dW(t), 

(3.81) 

(3.82) 

which is an implicit equation for dx(t). The lowest order contributions to dx(t) are 
proportional to ..; dt. Taylor expansion of A gives a first correction term propor
tional to a dx(t) dt - a (dt)3/2, which is of higher order than dt. The value of a 
hence does not matter in the first term. However, the value of a does matter in the 
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second term, since the first correction term is proportional to a dx (t)dW(t) - a dt. 
Different choices of a obviously lead to different results. It should also be obvious 
that the rules of calculus need to be modified because of the stochastic forcing 
term dW(t) - v'dt. The Ito calculus assumes a = O. The Stratonovich calculus as
sumes a = 1/2. 

Differential equations can be driven by other than white noise processes, such 
as birth and death and branching processes. Stochastic terms can also be added to 
partial differential equations. Solutions of stochastic differential equations show 
behavior that is often impossible (or at least difficult) to achieve with deterministic 
equations. Patchiness, i.e., the clustering into disconnected communities, can for 
example be obtained relatively easily by combining a random walk with a random 
birth and death process. Overall, stochastic differential equations and the resulting 
stochastic processes offer a tool to describe and understand complex environ
mental systems. They ascribe irregular behavior to stochastic elements in the sys
tem in contrast to dynamical systems where irregular behavior is caused by non
linearities in the system. 

3.8 Discussion 

Environmental modelers must formulate dynamical equations that represent the 
"physics" of the system. This is not as straightforward a task as it may seem. 
There are a variety of physical theories that are based on different idealised cir
cumstances. The physical system can consist of discrete particles or of continuous 
fields. The dynamical evolution can be deterministic or stochastic, reversible or 
dissipative, and predictable or chaotic. Which of these concepts is most adequate 
to the environmental system at hand must be decided by the modeler. Some con
cepts are mutually exclusive. We specifically tried to contrast reversible versus 
dissipative systems and deterministic versus stochastic systems. 

For a reversible Hamiltonian system, the flow in phase space is non-divergent, 
whereas for a dissipative system the flow contracts onto an attractor of lower di
mension. Both systems can show highly irregular behavior. One can have mixing 
flows for Hamiltonian systems and attractors with fractal dimensions for dissipa
tive systems. Even reversible Hamiltonian systems exhibit a certain kind of irre
versibility. Coarse information about the system degrades in time in mixing flows. 
This does not contradict the reversibility of the underlying dynamics. What is 
degrading here is the information. If one has complete information at the initial 
time, then one has complete information at all times. However, if one has incom
plete information about the system initially, then one has even more incomplete 
information about it later in time. This property led to the idea that probability 
concepts can bridge the gap from reversible microscopic dynamics to irreversible 
macroscopic laws. Indeed, one can show that a reversible microscopic system 
evolves from an unlikely state to a more likely state. This can be 
interpreted as the irreversible evolution towards thermodynamic equilibrium. 
However, the same reasoning will also show that the reversible microscopic sys
tem came from a more likely state. Thus the introduction of probability concepts 
does not break the time symmetry of the microscopic dynamics. One cannot ob-
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tain true irreversible behavior. However, one might argue on philosophical 
grounds that one should apply probabilistic concepts only forward in time and not 
to the past, since the past is factual and in principle known. Then the probabilistic 
interpretation gives an explanation for the approach toward thermodynamic equi
librium. 

A second major issue is the distinction between deterministic and stochastic 
systems. This is quite a contentious issue based on philosophical convictions that 
the world is or is not random. Although deterministic and stochastic systems are 
quite distinct in principle, the distinction becomes blurred in practice. It is quite 
difficult to distinguish irregular deterministic behaviour from irregular stochastic 
behaviour. This is implicitly acknowledged by everyone who applies statistical 
analysis techniques to the output of numerical models that are deterministic. 
Though the distinction between deterministic and stochastic systems might be a 
grand philosophical issue it is perhaps much less of an issue in practical applica
tions. Stochastic processes should be introduced when we are uncertain about the 
exact nature of the dynamics. Randomness is then a statement about our knowl
edge and not about the true nature of the world. This is also the appropriate atti
tude towards dynamical modeling. The dynamical equations represent our subjec
tive information about the system and not the true physics of the system. 
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Chapter 4 
Process-oriented Models in Physical 
Oceanography 

by Aike Beckmann 

Abstract 

Process-oriented models are widely used in oceanography to understand physical 
mechanisms and their parameter dependence, to dynamically interpret observa
tions and to determine the role of individual processes relatiye to each other. This 
paper gives an overview of concepts, strategies and areas of application of such 
models in the field of physical oceanography and related interdisciplinary marine 
research. Both strengths and limitations of the various approaches are described. 
Selected examples will be presented for the whole suite of available models, cov
ering the range from linear wave models to fully three-dimensional non
hydrostatic deep convection models. The additional complexity introduced by the 
use of numerical approximations is emphasised. 

4.1 Introduction 

The basis for physical oceanography are the so-called non-hydrostatic primitive 
equations (NHPE) which consist of six prognostic conservation equations and one 
diagnostic relation and are an extension of the Navier-Stokes equations for a strati
fied, rotating fluid (see, e.g., Gill, 1982): 

momentum: 

mass: 

internal energy: 

partial mass: 

equation of state: 

dvp +2Q 
dt 

dp 
dt 
dT 

dt 
dS 
dt 

o 

p = p(S,T,p) 

(4.2) 

(4.3) 

(4.4) 

(4.5) 

where the total derivative dldt includes both individual and advective rates of 
change. Here, U, v, w denote the three components of the velocity vector v , T is 
the potential temperature, S the salinity and p the density Qf the fluid. The gravita
tional and tidal potentials are tPG and tPT, respectively; Q is the angular velocity 
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of the Earth's rotation. The F and D terms denote forcing and dissipation. It 
should be noted that the dynamical core of this system is very similar to the equa
tions used in dynamic meteorology (where salinity is replaced by relative humid
ity). 

In combination with a set of suitable boundary conditions (specified fluxes 
across the boundaries of the ocean), the above system describes the large variety 
of oceanic processes and phenomena, spanning the range from the largest basin 
wide gyres to molecular processes like double diffusion. Listed roughly according 
to spatial scale, we have 

• basin-wide gyres, meridional overturning motion; 
• tides; 
• planetary waves, topographic waves; 
• western boundary currents; 
• mixed layer dynamics, ventilation, and convection; 
• current instabilities, eddies, fronts; 
• mesoscale topographic effects: throughflows, overflows; 
• surface waves, internal waves; 
• double diffusion. 

Complications to solve these equations arise from three different conditions: 
the nonlinearities in the above equations, the irregular geometry of the ocean (with 
fractal coastlines, rough and steep topography) and a forcing, which is highly 
variable in both space and time (and generally comprises momentum, heat and 
fresh water fluxes as well as tides). 

4.1.1 Philosophy of Process Models 

Based on the a priori assumption that individual processes described by the NHPE 
system can be studied successfully in isolation, a large number of process-oriented 
models has been developed. The goal of such a process model is to find a solution 
of a simplified or approximated system, addressing one (or few) relevant aspects. 
This has been done with analytical means, within laboratory experiments or by 
numerical integration. The latter two are especially valuable to extend analytical 
process models into the nonlinear, complex geometry regime. 

To further define the philosophy in process-oriented modeling, we note: 

• a process model investigates the kinematics and/or dynamics of individual 
physical processes in isolation or combination (deliberately omitting other, pos
sibly important processes) using an idealised configuration to determine the 
mechanisms (and role) of these processes, and their parameter dependence. 
This includes both conceptual, analytical and numerical models. 
The alternative approach can be defined as 

• a simulation model aims to forecast/hindcast the state (and evolution) of the 
ocean (circulation and water mass distribution) as closely as possible. These 
simulations are usually called General Circulation Models (GCMs), and have to 
be numerical. GCMs need not be global; even a regional study may consider 
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the full system of equations and a quasi-realistic approximation to the geometry 
and forcing. 
Somewhat in between, there is another frequently used approach: 

• a parameter study is a systematic variation of physical and/or numerical pa
rameters of a given problem to determine fundamental dependencies and to 
classify the phenomenology. The definition of dynamical regimes is the result 
of such a study. A parameter study is an integral part of any process study, and 
is often applied to simulations as well, especially in connection with uncertain
ties in forcing and numerical algorithms l • 

4.1.2 Process Model Strategies 

The methods to develop a process model involve simplification, idealisation and 
abstraction (i.e., rmding a suitable simplified model configuration and identifying 
the minimum number of ingredients for an observed phenomenon or hypothesised 
mechanism), and can be categorised as follows: 

• reduction of dimension or degrees of freedom (the limitation to three, two or 
one dimensions (e.g., steady state solutions, vertically integrated equations), a 
rigorous scale selection or separation, "box"- or low order models); 

• simplification of the dynamics, usually by elimination of certain processes 
through systematic higher order expansion or explicit filtering (widely used 
examples include linearisation (e.g., the restriction to infinitesimal amplitudes 
or the definition of a suitable reference state), the use of a single state variable 
(SSV), which can be interpreted as a linear approximation to the equation of 
state, other formal scaling procedures (applying the Boussinesq, hydrostatic, 
traditional, thin shell and geostrophic approximations), which leads, e.g., to the 
hydrostatic primitive equations (HPE), and quasigeostrophy (QG), linear balan
ce (LBE) or reduced gravity (RG) models. See Appendix.); 

• simplification of ambient fields, geometry and/or forcing (flat bottom, appro
ximation of the spherical Earth by a plane with constant (fo) or linearly varying 
([3) Coriolis parameter (f = 2 Qsill(j», straight coastlines, periodic channel confi
gurations; simple parameterisations of the net effects of internal and external 
mechanisms (e.g., wind or tidal forcing». 

To make a critical evaluation of the range of validity possible, each approxima
tion and simplification used to derive a process model needs to be explicitly listed. 

1 When considering a numerical process model, we implicitly assume that the process under 
consideration is resolved by the model gric'. If this requirement is not met, the study does not 
directly address the physics of the process, but rather its representation in a discretised system. 
This can be of interest as well (e.g., coarse resolution climate models need to address the issue 
of unresolved physics very carefully), but has an entirely different character. See also Sect. 
6.3.2. 
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In particular, one should be aware that some of the methods eliminate certain 
processes altogether, while others distort them'. 

4.1.3 Parameter Space 

Often, a small number of non-dimensional parameters can be specified to describe 
the problem and to explore general parameter dependencies. Some generalisation 
of the results can be obtained. 

The scales and parameters of the physical problem are related to the geometry 
(vertical scale h, horizontal scale L), its environment (water depth H, Coriolis 
parameter f, stability frequency N), and the velocity amplitude U. From these, a 
number of non-dimensional parameters can be obtained, which span the parameter 
space for the process model. Even in a very idealised setting, there are usually 
several independently specifiable quantities. The most important for a rotating 
stratified fluid are the Rossby number 

U 
Ro = -

fL 

which characterises the relative versus planetary vorticity; the Burger number 

s = NH 
fL 

which relates the strengths of stratification and rotation, and the Froude number 

F = U 
NH' 

which compares flow and gravity wave speeds. In addition, the Ekman and Rey
nolds numbers 

E ~ 
fH2 

and 

Re 
uL 
-
Ah 

2 For example, an f-plane approximation eliminates Rossby waves, a flat bottom eliminates all 
topographic waves. On the other hand, the QG system causes an umealistic symmetry between 
cyclones and anticyclones. See also Sect. 6.2.1.1, 6.2.2.3 and 6.2.2.7. 
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give estimates of the influence of friction. Additional parameters may appear for 
some processes; for example, the frequency ratio 

w 
v 

f 

for periodic processes, the vertical aspect ratio 

(j = h 
H 

for baroclinic processes, or the topographic steepness 

a 
h 

L 

for topographically influenced processes. 

4.2 Examples 

This section is intended to present an overview of widely used concepts, all of 
which are in important areas of physical oceanography, and to show the evolution 
of methods and knowledge in the last twenty years. Successes will be highlighted; 
limitations and remaining open questions will be addressed. 

4.2.1 Linear and Linearised Models 

Standard manipulations of the NHPE system include the Boussinesq, hydrostatic, 
traditional, thin shell and incompressibility approximations. These are derived by 
scaling arguments and systematic filtering (see Appendix C). A further assump
tion, sufficiently small amplitudes of all prognostic variables, allows for the omis
sion of all nonlinear terms. 

4.2.1.1 Linear Waves 

Waves constitute the ocean's response to perturbations; they are the mechanism of 
gravitational and geostrophic adjustment. A fundamental approach is therefore to 
look for wavelike solutions in a Cartesian framework. Such periodic analytical 
solutions of simplified equations of motion have been known even in the last 
century. They can be seen as the first "models" employed in oceanography. 

The "model" in this case is the assumption of sinusoidal spatial and temporal 
dependence on the hydrodynamic variables in the form 
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(4.6) 

where k, I, mare wavenumbers in x, y, z direction and w is the frequency. The 
most fundamental considerations in this approach focus on free waves and ignore 
generating mechanisms (e.g., resonance phenomena), frictional effects, as well as 
lateral boundaries. These limitations can be relaxed to include a linear damping, 
the effects of rotation and lateral boundaries (e.g., reflection), variable stratifica
tion and topography, and an approximate treatment of wave-wave interactions. A 
detailed overview can be found in LeBlond and Mysak (1987). The result of such 
a model is a dispersion relation (describing the relation between wave frequency 
and wavelength, depending on environmental parameters like rotation and strength 
of the stratification), as well as knowledge of phase speed and energy propagation. 

Depending on the specific approximations, different types of waves can be 
identified: 
Inertia-gravity waves. The classical wave theory begins with surface gravity 
waves, which are a special form of propagating boundary layer perturbation (Fig. 
4.la). In the presence of rotation and a lateral wall, these waves become trapped to 
the sidewall and are then called Kelvin waves (see Fig. 4.lb). These Kelvin waves 
can be used to construct a solution for abruptly varying topography (relative to the 
wavelength). In such a model, two waves in water of constant but different depth 
have to be matched at the topographic step. The resulting solution is called a dou
ble Kelvin wave. 

For a stratified medium, internal waves are also possible: While surface gravity 
waves decay linearly or exponentially with depth, the vertical structure of internal 

Fig. 4.1. Horizontal structure of (a) a plane wave, (b) a boundary wave (Kelvin wave). While 
plane waves propagation is isotropic, Kelvin waves are anisotropic with the lateral boundary to 
the right (on the northern hemisphere) 
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z z 

Fig. 4.2. Vertical modal structure of linear waves for a typical oceanic density stratification: (a) 
vertical velocity profiles for surface and internal waves, (b) horizontal velocity profiles for baro-
clinic planetary waves . 

waves has to be computed from an eigenvalue problem' . The resulting modes have 
internal maxima in the vertical velocity (Fig. 4.2a). 

V orticity waves. Waves of the second kind do not depend on gravity as re
storing force but exist due to the variation of ambient potential vorticity (e.g., the 
planetary vorticity f = 2 Qsin¢. Their analytical treatment is based on the quasi
geostrophic potential vorticity equation (see Appendix 4.5.2 for details of the deri
vation). If a linear approximation to the dependence of f on latitude is assumed if 
= fo + [3y), these waves are called Rossby waves. 

In the horizontal, a typical wavelike structure is assumed; in the vertical both 
barotropic (vertically unsheared) and baroclinic (sheared) waves can be found; the 
latter results again from a separation approach (see Fig. 4.2b). In contrast to iner
tia-gravity waves, the phase propagation of planetary waves is always westward. 

Admittedly, these vertical modes are a highly idealised view of the ocean. 
Strictly speaking, variable bottom topography will prohibit modal solutions. In 
practice, however, this concept works well even for a smoothly varying bottom. 
Thus, the modal structure is one of the examples of how simplified concepts are 
successfully used for a much broader range of circumstances. 

In analogy to planetary waves, vortex stretching can act as a restoring force in 
areas of large scale variations in topography. The analogy between topographic 
and planetary waves can be shown if the variable topography is assumed to be 
slowly varying (with respect to the wavelength) and of exponential shape h = ho 
exp (-ay). In this case,fo a replaces /3. Although the form of the topography is 
highly idealised, this model clearly demonstrates the correspondence between 
planetary and topographic waves. 

As a result, there is an additional class of freely propagating subinertial
frequency waves in the ocean: so-called coastal trapped waves. They also repre-

, The separation of horizontal and vertical dependence is only possible under the assumption of 
a flat bottom. 
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sent an infinite set of solutions for different wavelength/frequencies. In case of 
weak topographic variation we obtain barotropic shelf waves; for weak stratifica
tion we have baroclinic Kelvin waves (i.e., internal gravity waves modified by 
rotation). Topographic waves have been used successfully to interpret periodic 
phenomena along the coastal boundaries of the world's ocean (e.g., the transmis
sion of signals along the continental margins). They have also served as a test for 
numerical models (with respect to both coding errors and accuracy of the ap
proximations as a function of resolution), see, e.g., Haidvogel et al. (1991). A 
special form of topographic waves are seamount trapped waves (SMTWs, see 
Brink, 1989) which are adapted to the circular geometry of submarine hills (see 
also Chapter 4.2.2.7). In this case, only integer number azimuthal modes are per
missible. 

One fundamental property of linear wave models is that the approach yields an 
infinite set of solutions, and any field can be decomposed into a set of waves. 
Whether appropriate or not, even a highly nonlinear eddy can be constructed by 
superposition of linear waves. But despite this appar~nt universality, the forecast 
skills are not always sufficient, as the ocean at the mesoscale is more nonlinear 
than linear. 

4.2.1.2 Ekman Theory 

Essential dynamics of the vertical boundary layers of the ocean have been derived 
by a consideration of Coriolis and vertical mixing terms only. This has led to Ek
man theory (Ekman, 1905), which predicts the depth of the wind mixed boundary 
layer of the ocean, the vertical shear within this layer, and the net mass transport 
due to wind. The surface current is directed at 45" to the wind, and deeper flow 
rotates clockwise on the northern hemisphere (Ekman spiral; see Fig. 4.3). A simi-

WIND 

SUB-SURFACE 
CURRENTS 

Fig. 4.3. Turning of the horizontal flow with depth (Ekman spiral) 
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lar, counterrotating spiral exists at the bottom of the ocean. The inherent assump
tions are of this model: infinitely deep ocean, no lateral boundaries or gradients, 
constant vertical mixing, constant Coriolis parameter, a homogeneous ocean, and 
a time-independent wind4 • 

Although these simplifications are hardly ever met in the real world, this model 
offers a unique way of explaining the large scale wind-driven circulation of the 
oceans. According to this extremely simple model, the vertically integrated trans
port within the surface (Ekman) layer is always to the right of the wind (on the 
northern hemisphere), and this will drive the large scale gyres in the interior of the 
ocean. Horizontal inhomogeneities in the Ekman currents induced by either a non
uniform wind field or coastal boundaries will lead to flow convergences or diver
gences; these cause vertical movements, the Ekman pumping/suction (see also 
4.2.1.4). One of the strengths of this model lies in the insensitivity of this main 
result on the (unknown) value of the vertical mixing coefficient. 

4.2.1.3 Westward Intensification 

Based on a set of vertically integrated equations (see Appendix C), and ignoring 
thermohaline forcing, the linear steady state wind-driven circulation on a {3-plane 
can be calculated analytically, if a purely zonal, sinusoidal wind field; a rectangu
lar basin and a flat bottom are assumed. 

The first of a long series of models of the large-scale circulation were devel
oped on this basis by Stommel (1948), and Munk (1950). These models were able 
to explain the westward intensification (i.e., the occurrence of strong boundary 
currents along the western rim of the oceans) as the result of the {3-effect. 

Different frictional parameterisations yield slightly different forms of the re
sulting barotropic transport streamfunction. In particular, a higher order term can 
explain the recirculation close to the western boundary. Figure 4.4 shows such an 
example of the Munk solution (with biharmonic mixing) in a quadratic basin, 
thought to represent a SUbtropical gyre on the northern hemisphere. 

4.2.1.4 Thermocline Ventilation 

One of the fundamental goals of oceanography is to explain the observed density 
structure of the ocean. In the early 1980s, a linear analytical theory was put for
ward to explain the maintenance of the permanent thermocline (the sharp transi
tion between the oceanic warm and cold water spheres) in the ocean. Using symp-

4 Later, time-dependence of the wind had been included and showed that the transient response 
is governed by inertial waves. 
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Fig. 4.4. Steady state solution to the Munk problem in a quadratic ocean with sinusoidal zonal 
wind stress. Shown are isolines of the mass transport streamfunction. The circulation is clock
wise 

lifying assumptions, analytical solutions could be obtained that describe some of 
the aspects of mid-latitude subsurface circulation and water mass distribution. 
Based on potential vorticity conservation (see Appendix), models for the ventila
tion of the thermocline and the subduction process were developed (Luyten et al. 
1983). The model assumes inviscid layers of homogeneous fluid (see Fig. 4.5); 
under these assumptions, it can be shown that the formation of water masses in 
subtropical gyres is confined to regions where the Ekman pumping velocity at the 
base of the mixed layer (see 4.2.1.2) is downward. Gradual downward and west
ward motion of the newly formed water masses leads to a slow ventilation of the 
deeper layers of the ocean. As a direct consequence, shadow zones develop in the 

isopycnals 

z • 
x 

Ekman depth 

base of mixed layer 

Fig. 4.5. Subduction of a layer of homogeneous density at the base of the mixed layer 
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eastern subtropical oceans that are not ventilated. Another result of these models 
was the existence of an area of homogenised potential vorticity within the sub
tropical gyre. These models were extended and refined in later years; Luyten and 
Stommel (1986) included buoyancy forcing and nonlinearity of the flow, which 
leads to a cyclonic circulation within the shadow zone. The validity of theses 
models has been shown in climatological data sets and numerical models of the 
basin-wide wind-driven and thermohaline circulation. For a more detailed over
view on this subject, the reader is referred to Pedlosky (1996). 

4.2.1.5 Linearised BarotropiclBaroclinic Instability 

On a smaller scale, vorticity dynamics plays a fundamental role in generating 
wave-like disturbances in the ocean. In analogy to the atmosphere, current insta
bility models were applied to oceanic flows. These flow instability models are a 
natural extension to the linear wave models: normal mode selutions are sought to 
a linearised problem that includes a (fixed in time and space) background flow 
(which itself needs to be a solution to the governing equations). 

This approach forms the basis for models of barotropic/baroclinic instability, 
which have been used to obtain an understanding of the growth of disturbances 
and cyclogenesis in the atmosphere and the oceans. The quasigeostrophic potential 
vorticity equation (see Appendix B) is linearised around by setting state: 

u 
a'ljJ 

u -- v 
o ay' 

a'ljJ 

ax 

The resulting equation is then 

(4.7) 

Here, the background flow uiy,z) is any function of the vertical and cross
stream coordinate. The system can be solved for the vertical and cross-stream 
dependence by assuming wavelike solutions in the along-stream direction. 

In the framework of these models, it was possible to derive necessary condi
tions for instability, namely that the gradient of the ambient potential vorticity has 
to change sign. In addition, typical growth rates could be computed, which give a 
rough estimate of the time scales involved in these instability processes. The 
maximum unstable waves were found to be close to k = Ri/, a feature observed 
repeatedly in the ocean (Stammer and Boning 1992). Detailed investigations of the 
vertical structure of such unstable modes were performed by Beckmann (1988). 

One of the inherent shortcomings of this class of models is that any feed-back 
between the background state and the wave perturbations is excluded. Therefore 
they cannot give a realistic prediction of the long-term evolution of unstable cur
rents. Since the early 1990s, these models are replaced by fully nonlinear models 
that include the effects of the waves on the mean flow (see also Sect. 4.2.2.3). 
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Fig. 4.6. Soliton solution to the nonlinear quasigeostrophic vorticity equation. The dipole struc
ture (here shown in the streamfunction field) moves on a {3-plane without change of shape 

4.2.2 Nonlinear Models 

Consideration of nonlinear effects usually requires laboratory or numerical mod
els. Basis for these numerical realisations of ocean processes are two- or three
dimensional simplified versions of the NHPE system. The most widely used are 
(with increasing level of complexity): the shallow water equations (SWE), the 
quasigeostrophic equations (QG) and the hydrostatic primitive equations (HPE), 
(see the Appendix). 

However, before we take a look at examples of these numerical process mod
els, a special analytical solution to the fully nonlinear equations needs to be men
tioned. 

4.2.2.1 Nonlinear Analytical Solutions 

The most prominent example of an analytical solution to the nonlinear barotropic 
(or quasigeostrophic) equation is a solitary wave, which is characterised by a 
complete balance between advective and dispersive terms. These structures propa
gate but do not change their shape with time (see Fig. 4.6). Asymptotic analytical 
solutions for such an equatorial Rossby soliton were given by Boyd (1985, 1989), 
using non-dimensionalised SWEs (see Appendix C). 

These structures are relevant for physical oceanography, as they represent ro
bust features (e.g., dipoles) that can survive for extended periods even in a turbu
lent eddy field. Their evolution and interactions with ambient fields have been 
studied in the context of geostrophic geophysical turbulence. 
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4.2.2.2 Gulf Stream Separation 

The problem of Gulf Stream separation has been puzzling oceanographers for a 
long time. Linear barotropic theory (see 4.2.1.3) predicts that a western boundary 
current should stay at the boundary. The Gulf Stream, however, leaves the coast at 
Cape Hatteras, where it becomes a free meandering jet. The specific question is: 
Why does the Gulf Stream leave the coast? 

Several hypotheses for Gulf Stream separation (Dengg et a1. 1996) have been 
put forward: 

• direct wind forcing separation; 
• separation by detachment (assuming a dynamically forced surfacing of isopy

cna1s); 
• "vorticity crisis" (the model considers dynamical constraints on advection); 
• inertial overshooting (in addition to advection, the shape of coastline is as

sumed to playa major role); 
• baroclinic effects (the deep western boundary current is crossing the Gulf 

Stream in this area and might contribute to the separation of the Gulf Stream 
from the coast); and 

• topographic effects (various, topography related mechanisms have been consid
ered, like the depth change at the continental shelf break and the joint effect of 
baroclinicity and relief (JEBAR)). 

For each of these hypotheses, a separate process model can be built, and over 
the years, this aspect was investigated with a large number of different models. 
Each of these has focused on a particular aspect of the dynamics and tried to ex
plain the observed path of the Gulf Stream west of Cape Hatteras within the model 
framework. For example, diagnostic models have been employed to evaluate the 
effects of JEBAR (Mellor et a1. 1982). Other models ignore baroclinic contribu
tions and focus on the wind-driven circulation. For example, Fig. 4.7. shows a 
model that is used to investigate the effects of curved coastline, boundary condi
tions and nonlinearity on the path of the Gulf Stream in the northwest Atlantic 
Ocean (see also Dengg 1993). This model assumes that oceanic flows near the 
surface are mostly two-dimensional, and that density and topography effects are 
small, or cancel each other to a certain degree5 • Reduced gravity (see Appendix D) 
and isopycnal models have been used to explore the effects of surfacing ("out
cropping") of isopycnals (Parsons 1969, Chassignet and Bleck 1993; Chassignet et 
a1. 1995). 

Of course, most of these models can be "tuned" to the point where a realisti
cally looking Gulf Stream path is obtained. It is therefore difficult to attribute the 
path of the western boundary current in the North Atlantic unequivocally to just 
one prQcess. It may be fair to conclude that several of these mechanisms construc
tively act together". 

5 In fact, it can be argued that stratification will shield the near -surface flow from most of the 
effects of topography. 

6 The problem of Gulf Stream separation is still unresolved. From the point of numerical mode
ling, sufficient resolution (about 10 Jan horizontally and 10 m vertically near the surface) pro-
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Fig. 4.7. A simplified configuration (zonal wind, idealised coastline) for the study of the Gulf 
Stream separation phenomenon. Isolines show the steady state mass transport streamfunction 
(solid lines: clockwise; dashed lines: anti-clockwise circulation. Strong nonlinearity in combina
tion with a counter-rotating subpolar gyre can lead to separation 

4.2.2.3 Frontal Instability, Eddy Generation 

Satellite pictures of the ocean reveal the highly variable nature of the near-surface 
temperature fields. There is an abundance of eddies with a continuous spectrum of 
scales that fill the ocean. The generation mechanisms of these eddies is one of the 
important questions of large-scale oceanography. High frequency variability of the 
wind field can be one source of oceanic variability. But as enhanced levels of eddy 
kinetic energy are observed along strong current bands, it is assumed that these are 
one of the main sources. 

Models to address this question are a direct extension of the linearised wave in
stability models presented in Sect. 4.2.1.5. They use the fully nonlinear QG equa
tion (see Appendix B), or, more recently the HPE system and are solved numeri
cally. 

A typical configuration for the study of eddy generation mechanisms is a peri
odic channel with a zonal flow band {designed after the North Atlantic Current, 
the Azores Current or the Antarctic Circumpolar Current) that is perturbed by 
either random fluctuations or a localised disturbance. The goals are to reproduce 
the observed phenomenology (meandering jets, eddy detachment) and scales 
(temporal and spatial), and to quantify cross-frontal transports of heat and other 
tracers. 

Such a mid-latitude mesoscale instability model was developed within the QG 
framework and applied to the Azores Current (Beckmann 1988). An example for a 

duces a quite realistic Gulf Stream path. However, it remains unclear which effect or which 
combination of effects is responsible. 
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Fig. 4.8. Instability of a density front with wavelike disturbances, large amplitude meanders and 
detached eddies 

zonal flow instability is shown in Fig. 4.8. A similar study on the instability of the 
Azores current was performed with a HPE model by Kielmann and Kiise (1987). 
Other investigations have been performed in a more complex environment (in
cluding topography and a curved coastline) for coastal current instabilities (Haid
vogel et al. 1991b). 

4.2.2.4 Isolated Eddy Translation 

Once eddies are generated, they exhibit their own dynamics. Another class of 
models therefore examines the translation and dynamics of isolated eddies, ne
glecting the ambient mesoscale field. These models aim at an understanding of 
Gulf Stream Rings, Agulhas Rings, and Mediterranean Water eddies (Meddies), 
which are relatively long-lived entities that i'solate and transport tracers. 

Coherent vortices in the ocean have received much attention in the 1980s. Qua
sigeostrophic models of eddy translation and the interaction of individual vortices 
have been developed (McWilliams 1985; McWilliams and Gent 1986; Beckmann 
mann agd Kiise 1989). The westward movement of anticyclones can be explained 
by vorticity dynamics, adjustment processes during the translation, and the com
bined effects of interaction with mean flows, ambient mesoscale eddies, and an 
adjustment to the background stratification. For example, Fig. 4.9 schematically 
shows the translation of an anticyclonic eddy and the generation of Rossby waves 
to the east of the vortex. 
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x 

Fig. 4.9. Translation of an isolated baroclinic eddy on the j3-plane, as seen in the density pertur
bation field. The anticyclonic vortex propagates westward and equatorward and generates a train 
of Rossby waves. This behavior serves as a prototype for oceanic rings (Gulf Stream, Agulhas) 
and submesoscale eddies (Meddies) 

4.2.2.5 Surface Mixed Layer Dynamics 

An area where one-dimensional process models are still of great importance is the 
surface mixed layer of the ocean. Mixed layer models are of interest, because they 
playa mayor role in physical ocean-atmosphere interaction, and in coupled physi
cal-biological studies (see also Sect. 4.2.3.1). 

A very simple model was presented in Sect. 4.2.1.2. It only considers the wind 
input in a homogeneous ocean. For a stratified ocean, the buoyancy forcing is 
similarly important. Two different approaches exist: vertically integrated Kraus
Turner type (Kraus and Turner 1967) models and turbulent closure models (Mel
lor and Yamada 1982; Large et al. 1994). While the first assumes vertical homo
geneity with the mixed layer, the latter does just the opposite and treats neutrally 
stratified fluid as an exception. Although highly idealised due to the one
dimensional (local) approach, these models are the basis for any treatment of the 
surface mixed layer in the ocean. 

The main issues that need to be addressed by mixed layer models are the annual 
and diurnal cycle of the mixed layer (see Fig. 4.10). To answer these questions, 
the models need to capture the net effects of small scale processes like small scale 
turbulence, convective rolls, and double diffusion. 

A milestone was the study by Woods and Barkmann (1986), who considered 
seasonal changes in mixed layer quantities as the result of surface buoyancy and 
momentum fluxes. A validation of these models is usually possible at certain loca-
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Fig. 4.10. Seasonal change of the surface mixed layer depth due to surface buoyancy and mo
mentum fluxes 

tions where lateral advection is weak. A recent overview on mixed layer models 
can be found in Large (1998). 

4.2.2.6 Passage Throughflows and Sill Overflows 

The global thermohaline circulation is critically controlled by flow through narrow 
passages and over shallow sills. To understand the processes that occur in connec
tion with passage throughflows and sill overflows, idealised configurations have 
been used. Smith (1975) devised an integrated so-called "stream tube" model to 
simulate the behavior of outflow plumes. This model was one-dimensional; a 
single layer of homogeneous fluid. It could successfully describe the turning of 
such plumes due to the Coriolis acceleration, and could be tuned to give reason
able entrainment rates. 

An extension to two-dimensional flows was done by Jungclaus and Backhaus 
(1994), who used an inverted reduced gravity model (see Appendix D) with one 
moving and one resting layer of fluid. It was applied to a "dam-break" problem, 
where a dense water mass on the shelf is released instantaneously. The resulting 
plume is schematically shown in Fig. 4.11. 

Three-dimensionality is required to include the barotropic component of the 
flow which is spun-up. Recent efforts in this respect employ high resolution HPE 
models with topography-following vertical coordinates (Gawarkiewicz and 
Chapman 1995; Chapman and Gawarkiewicz 1995; Jiang and Garwood 1995; 
Jiang and Garwood 1996; Jungclaus and Mellor 1999. 

The remaining goals for these process studies are to understand and quantify 
the entrainment mechanisms in such plumes. This is especially important as a 
correct parameterisation of down-slope flows, which are necessary for large-scale 
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Fig. 4.11. Dense bottom water flows down topographic slopes, turns right (on the northern hemi
sphere) under the influence of the Earth's rotation, and entrains the ambient water masses, thus 
diluting the source water mass but increasing transport 

climate models. See Beckmann (1998) for a review of the representation of such 
downslope flows in OCGMs. 

4.2.2.7 Flow in the Vicinity of Steep topography 

Steep topography in a rotating stratified ocean represents a special challenge for 
ocean models. Non-trivial analytical solutions are not known, and therefore a large 
variety of process models had to be developed to address this fundamental class of 
problems. Models exist for up- and downwelling processes at continental margins 
as well as for investigation of the effects of small scale features like coastal can
yons and isolated seamounts. 

Coastal up- and downwelling. Tw.o-dimensional (x-z) models have been used 
extensively for this type of process study. The cross-shelf circulation is produced 
by a uniform wind blowing in the y-direction. An important result is the asymme
try of up- and downwelling circulations (see Fig. 4.12). The bottom boundary 
layer (BBL) is relatively thick in downwelling situations, as lighter water is trans
ported below denser water and homogenised by vertical convection. At an upwel
ling coast, the bottom boundary layer is comparatively thin, because the upwelling 
denser water increases the stability on the shelf and slope, (Trowbridge and Lentz 
1991; Ramsden 1995a,b). 

For alternative forcing, additional effects will emerge. Even in purely periodic 
wind, the asymmetry of upwelling and downwelling circulations as described may 
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Fig. 4.12. Overturning circulation in the coastal ocean. Along-shore wind causes upwelling at 
left-hand coasts and downwelling at right-hand coasts. The bottom boundary layer differs drasti
cally. 

lead to a substantial net circulation. This residual flow is well known to exist in 
areas with large tidal amplitudes, but any periodic or stochastic forcing will gener
ate such a rectified flow, especially for steep and irregular topography. 

Submarine canyons. The influence of small-scale canyons in the continental 
margins has been explored in detail by Klinck (1996). In this case, the above two
dimensional model needs to be extended into the along-coast direction. Often, a 
periodic channel configuration on anf-plane is chosen (see, e.g., Fig. 4.13a). 

Typically, an initial stratification without lateral gradients is prescribed. The 
model is either run into steady state (for constant forcing) or has to be averaged 
over a sufficiently long period to obtain the meaningful time-mean fields (for 
variable forcing). Processes directly related to steep topography can best be stud
ied ied with topography-following coordinate models (see Haidvogel and Beck
mann 1998). 

z 

~x 

Fig. 4.13. Prototype topographies for the study of effects of steep topography on oceanic flows. 
(a) a continental shelf/slope configuration with a coastal canyon and (b) an isolated submarine 
seamount 
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It is not unexpected that the presence of a canyon has a clear effect on the 
coastal circulation. For example, the cross shelf transports of water are greatly in
creased, as the canyon acts as a localised guide for bottom boundary layer flow. 
By systematic comparison of configurations with and without the canyon, the role 
of such topographic irregularities in cross-slope transports of tracers can be quan
tified. Other process studies investigate the differences between prograde and 
retrograde flow and the role of topographic stress as a function of forcing fre
quency (see, e.g., Haidvogel and Beckmann 1998; Holloway 1992). 

Isolated seamounts. Mesoscale and sub-mesoscale submarine topographic 
features in the ocean (like banks, riffs, seamounts etc.), especially those with steep 
slopes, were found to have a significant influence on the local and regional situa
tion of the oceanic flow and tracer distributions. As obstacles in the path of large 
scale currents, they can cause current deflections, meandering and eddy formation; 
thus increasing the variability in the vicinity and downstream of the topographic 
irregularity. On the other hand, many of them have their own isolated micro
environment, quite distinct from the nearby surroundings (Roden 1987). It is thus 
not surprising that they .are important for both physical-and biogeochemical sci
ences. 

Theoretical models are available for both steady and periodically forced flow at 
topographic obstacles. The most basic fluid dynamics principle directly relevant to 
isolated topographic features dates back to Taylor (1917). He showed that steady, 
linear and inviscid flow has to follow isobaths; areas of smaller (larger) depth 
exhibit anticyclonic (cyclonic) circulation. In case of closed depth contours, fluid 
parcels above these areas have to remain within a so-called Taylor column 
(Fig. 4.14a). Even though unsteadiness, non-linearity and viscous processes in the 
ocean will relax this constraint, the underlying physical mechanism remains im
portant and can be observed in geophysical fluids. In a generalisation of Taylor's 
theory, trapped water bodies of arbitrary shape above seamounts in stratified fluids 
are called Taylor caps (see Schar and Davies 1988). 

Another theoretical approach considers the propagation of trapped waves about 
isolated topographic structures. Like coastally trapped waves (see LeBlond and 
Mysak 1978) at the continental shelf, oscillatory solutions of the linearised equati
on of motions in a rotating fluid exist at isolated topography (Brink 1989; 1990). 
The gravest modes of these seamount trapped waves are dipole-structures rotating 
anticyclonic ally about the seamount (Fig. 4.14b). Unlike the continuous spectrum 
of coastally trapped waves, the equivalent for the special geometry of seamounts 
(with their small radius of curvature), have discrete along-topography (i.e., azi
muthal) wavenumbers. Seamount trapped waves exist only for sub-inertial fre
quencies (w < f) and are bottom intensified with a typical vertical scale deter
mined by the strength of the stratification. Theoretically, a continual excitation of 
these waves (e.g. by alternating tides) can lead to resonance effects, with substan
tial amplification factors. The corresponding strong currents can often be associ
ated with enhanced levels of local turbulence and vertical/diapycnal mixing. It has 
thus been hypothesised that a significant amount of vertical mixing in the ocean 
occurs at seamounts. If effects of non-linearity are taken into account, time-mean 
effects of these waves are possible. Several theoretical studies on this subject 
(Wright and Loder 1985; Maas and Zimmermann 1989a,b) have led to the idea 
that rectified currents (see Fig. 4.14a) at seamounts may be substantial. 
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x 

Fig. 4.14. Typical flow fields at an isolated circular seamount: (a) stationary vortex (Taylor 
column, Taylor cap in stratified fluids), which can develop both as the'result of steady impinging 
flow or through the rectification ~f periodic seamount trapped waves. The rotational sense is 
anticyclonic on the northern hemisphere; (b) first azimuthal mode seamount trapped wave (a 
special form of a coastal trapped wave) 

Based on these theoretical ideas, three different aspects of flow around isolated 
seamounts are of interest: the steady state (time-mean) circulation, the transient 
response to time-independent forcing, and the wave generation for periodic forc
ing. Investigations in all three areas have been performed, with a variety of ap
proaches. 

• Analytical solutions of flow around seamounts exist for simplified dynamical 
systems. Fennel and Schmidt (1991) used quasigeostrophic theory to investiga
te the transient response of uniform flow, impinging on a right circular cylin
der. Their results show the occurrence of a dipole structure of vertical velocity 
and density perturbation propagating anticyclonically about the obstacle; until it 
is locked in place, the positive lobe moves over the flat region of the fluid and a 
Taylor column is formed. A steady state layered (reduced gravity) approach 
was taken by Ou (1991), who could relax the quasigeostrophic limitation of 
small amplitude topographic variations and obtain steady state solutions of 
Taylor caps. 

• Numerical quasigeostrophic simulations were carried out by McCartney (1975). 
It was shown that isolated topographic features in a strong flow can produce 
down-stream wave generation and may thus act as triggers for observed mean
dering of major ocean currents. 

• Laboratory experiments have concentrated on periodically forced flow about 
seamounts (Boyer and Zhang 1990; Codiga 1993) and have qualitatively con
firmed the theoretical ideas on trapped wave generation and mean flow rectifi
cation. 

• A first series of numerical experiments with an HPE model (see Appendix) 
were performed by Huppert and Bryan (1976). They considered the transient 
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response of a time-independent forcing in the vicinity of a moderately high 
Gaussian seamount (see Fig. 4.13b). Realistically tall and steep topographic 
features in stratified rotating fluid, however, remained a challenge to numerical 
ocean modeling for more than a decade. 

The long-term goal, to understand the processes at tall and/or steep topographic 
features and to determine their role in ocean circulation, requires a combination of 
observational campaigns, theoretical concepts, laboratory experiments and nu
merical process studies. Of particular interest is the occurrence of systematic proc
esses such as upwelling, mixing, mean flow generation, and the trapping of energy 
and/or water parcels in the neighbourhood of such features. Such studies are also 
needed to develop ideas of the net effects of small-scale topography on the larger 
scale flow fields and tracer distributions. 

The specific task of the three-dimensional primitive equation numerical models 
is to extend the theoretical investigations beyond their intrinsic limitations (weakly 
non-linear, weakly stratified, small amplitude topography, quasigeostrophic). 

Systematic studies on the circulation around tall and steep seamounts in a ro
tating ({-plane), stratified fluid have been performed for idealised geometries 
(Chapman and Haidvogel 1992; 1993; Haidvogel et al. 1993; Beckmann 1995), 
both for steady and periodic forcing (i.e., the generation of seamount trapped 
waves and/or Taylor caps). The influence of both physical and numerical aspects 
has been investigated in detail. A recent study (Beckmann and Haidvogel 1997) 
was even successful in quantitatively explaining the observed flow (Brink 1995; 
Kunze and Toole 1997) around a seamount in the Northeast Pacific, Fieberling 
Guyot, including the amplitude of the trapped waves, the strength of the rectified 
mean flow and the occurrence of higher harmonics in temperature recordings atop 
the seamount. This was possible, because tidally forced flow is the dominant 
mechanism at the location of this seamount in the northeast Pacific Ocean. 

4.2.2.8 Open Ocean Convection 

Static instability of the water column occurs as the result of surface thermohaline 
forcing (cooling, evaporation, brine release from sea ice) or lateral advection 
processes, which place denser above lighter water. Such unstable situations do not 
persist for a long time; they are removed by vigorous and small-scale vertical 
motion, called "convective plumes," which transport the denser water downward, 
leading to a vertical homogenisation of the water column (see Fig. 4.15 for a 
schematic representation of this process). The compensating upwelling motion 
does not occur localised but as a large scale and weaker upward flow. The pene
tration depth of the convection depends on the initial stratification of the fluid 
("preconditioning") and the strength and time scale of the cooling/evaporation 
(Schott et al. 1994; Send and Marshall 1995). For an overview, the reader is re
ferred to Send and Kase (1998). 

To study these processes, the full NHPE system needs to be utilised and ana
lytical approaches (aside from scaling considerations) are not possible. Non
hydrostatic models, in which the total time derivative of the vertical velocity is re-



Section 4.2· Examples 81 

Fig. 4.15. Deep convection due to surface cooling occurs through vigorous downwelling plumes 
on horizontal scales of a few tens of meters and leads to a homogenisation of the water column 

tained, have shown that highly nonlinear dynamics governs three-dimensional 
rotating convection in geophysical fluids (Jones and Marshall 1993; Sander et al. 
1995). 

It is interesting to note that these studies have led to the conclusion that con
vective plumes can be parameterised successfully with a large (1 to 100 m2 S·l) 

vertical mixing coefficient within the usual harmonic mixing concept (Send and 
Kase 1998). 

4.2.3 Interdisciplinary Process Models 

Marine research is not limited to physical processes. Aspects of biological, geo
logical and sea-ice research are closely linked to ocean physics and can benefit 
from a combination with the process-oriented models described in the preceding 
chapter. 

4.2.3.1 Biological Models 

Aspects of marine biology have recently been studied within the framework of 
process-oriented models. These are based on the nitrate or carbon cycle and in
volve a number of compartments (see Fig. 4.16 for example) as well as interac
tions between these. Expressed in a set of differential equations, the time evolution 
of the system is based on just one single conservation principle. 
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Fig. 4.16. Schematic diagram of a biological model. used for upper-ocean ecosystem studies 

Zero- or one-dimensional (vertical) configurations (see also Sect. 4.2.2.5) have 
been used extensively. The focus is then: dynamics of phytoplankton bloom 
(phase, amplitude, dependencies on nutrient fluxes, etc.). Physical processes are 
included in one-dimensional models in the form of vertical mixing and (occasion
ally) vertical advection terms. 

These studies are complicated by the fact that often large uncertainties exist in 
the values of transfer coefficients and the necessary number of compartments. 

4.2.3.2 Sediment Transport Models 

The erosion, transport, and deposition of sediment is one of the main interests of 
marine geology. Consequently, coupled physical-geological studies have been 
driven by geological questions. There is, however, an important process relevant 
for ocean dynamics: sediment plumes (turbidity currents) may contribute signifi
cantly to the deep water formation in high latitudes (Fig. 4.17). 

Near-bottom down-slope flows can reach substantial velocities at the bottom, 
depending on the density contrast relative to the ambient water masses, the steep
ness of the topographic slope, and the -roughness of the bottom. When the velocity 
at the bottom of the ocean exceeds a critical value, erosion of sediment begins. 
This critical velocity depends on the grain size of the sediment, but is typically 
between 10 and 20 cm S-l for grain sizes between 10 and 100 ).lm. The additional 
suspended material increases the density of the fluid; Fohrmann et al. (1998) cite 
va1ues of more than 1 kg m-3 for medium density suspension flows. Converted to 
salinity equivalents, the sediment load might add up to 1 psu to the density of the 
moving, turbulent BBL. Thus it seems plausible that these plumes may gain addi
tional speed from an even larger density contrast to the ambient field, leading to 



Section 4.2· Examples 83 

deposition 

Fig. 4.17. Schematic representation of the processes within a sediment plume that transports 
particles from the shallow shelves down to greater depths 

deeper penetration into the abyss. Sediment-laden bottom plumes are thus poten
tially important for setting the deep water characteristics; a decelerating plume 
will lose its sediment load and upward convection may occur. 

It is assumed that sediment transport can be modeled by an advection-diffusion 
equation with special source and sink terms: 

(4.8) 

where h is the thickness of the BBL and ub• Vb are the (divergent) BBL velocities. 
The source terms are based on critical velocities for erosion (specified individually 
for each sediment class); the sink terms are modeled similarly by prescribing set
tling velocities and deposition probabilities. Fohrmann et al. (1998) have added 
such a sediment transport model to the reduced gravity model of Jungclaus and 
Backhaus (1994), and find substantial effects on the down-slope penetration of 
individual plumes. It has been speculated that sediment plumes are important for 
determining the properties of deep water masses, and for the supply of the deep 
water with oxygen and other nutrients. 

More work is needed on the effects of different grain sizes, vertical distribution 
within sediment plumes, the influence of topographic irregularities, and the occur
rence of internal nepheloid layers. 

4.2.4 Sea Ice Models 

Another class of processes relevant for physical oceanography involves the dy
namics and thermodynamics of sea ice. Dynamic-thermodynamic sea ice models 
need to capture (the net effects of) the following processes/phenomena: ice growth 
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x 

Fig. 4.18. Sea ice floe field, with floes of differing size and thickness (indicated by greyscale) 

and decay (ice thickness and compactness, temperature and salinity distribution 
within the ice); ice drift and dynamics (ice roughness, formation of pressure ridges 
and leads; development and maintenance of polynyas and landfast ice), melt water 
pools, as well as the snow cover, and the snow conversion to ice (flooding). 

It is therefore surprising that almost no systematic process studies on sea ice 
dynamics and thermodynamics exist. Most currently used sea ice models are ap
plied in regional and coupled studies. They are based on continuous equations for 
ice thickness, ice compactness and ice velocities, as they assume fields of rather 
than individual ice floes (see Fig. 4.18). This is despite the fact that the continuum 
hypothesis is only justifiable for large scale models of this granular material. La
grangian methods, which seem to be more appropriate for description of an en
semble of ice floes, are not as well developed as the continuum mechanics. 

4.3 Concluding Remarks 

4.3.1 Outlook 

The range of process-oriented models spans the scales and complexity from sim
ple linear waves to fully three-dimensional and nonlinear configurations. Despite 
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(or because of) the involved idealisations, these models have been found ex
tremely useful to gain understanding of the dynamics of certain aspects of ocean 
dynamics, and to assist in the interpretation of (sparse) observational data. 

The limitations of analytical tools are partially eliminated by numerical process 
models, which can be used to 

• extend analytical studies into the nonlinear regime; 
• explore the parameter dependence of complex mechanisms; and 
• test and help in the development of parameterisations. 

A generalisation of the results of a process-oriented model is usually desired; 
however, it is often complicated due to the necessary simplifications of the con
figuration. A (quantitative) validation of results is therefore only possible if cir
cumstances are favourable (i.e., if a region exists where one single process is 
dominant). 

The continuing development of process models will lea.d to a more and more 
complete understanding of individual phenomena and the combined effects within 
multi-process and multi-component marine systems. 

4.3.2 Comments on Numerical Process Models 

The large number of these process studies that are currently performed with nu
merical models necessitates a few comments on the dependence of model results 
on numerical choices and parameters. A numerical approach offers in principle an 
unlimited flexibility with respect to the inclusion of nonlinearity of the flow, com
plex topography and geometry, and highly variable (in space and time) forcing. 
There are, however, aspects of the numerical model which might influence the 
representation of physical processes. These are: 

• resolution (mainly spatial). A scale selection is implicitly made by choosing a 
resolution. The assumption is that the sub-grid scale processes are either not 
relevl'lnt or can be successfully parameterised. 
Hurizontal grids. A regular rectangular grid leads to a step-like representation of 
boundaries (see Fig. 4.7), which can cause systematic errors. Boundary fitting 
(conforming) grids are available and may be better suited for problems that are 
sensitive to coastal boundary conditions. The multi-scale approach of finite 
element grids represents the most flexible"approach in this respect. 

• vertical coordinate systems: geopotentiallevels (this is the most simple vertical 
coordinate, which has been applied to a large number of process studies; there 
are, however, severe limitations with respect to the representation of topogra
phy, as the resulting step-like approximation to topographic slopes is clearly 
suboptimal.) 

• terrain-following (these are best suited for studies of topographic waves near 
bottom flows, as the lower boundary is a coordinate surface.) 

• potential density layers (are most useful for investigations of upper ocean fron
tal systems and subduction processes, as spurious diapycnal mixing can be 
completely eliminated.) 
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• numerical algorithms. E.g., advection schemes, which ideally should be mono
tonic and nondiffusive at the same time. However, such a scheme does not exist 
and compromises have to be made which can influence the numerical solution . 

• subgridscale (sgs) parameterisations. The main goal of sgs parameterisations is 
to represent oceanic mixing processes in an adequate way. Mixing in numerical 
ocean models, however, is required for both physical and numerical reasons. 
Physically, subgridscale processes often lead to net mixing. Numerically, grid 
scale noise needs to be damped to ensure a stable integration. Adaptive meth
ods, which depend on the local flow field and tracer distributions, seem most 
appropriate for this purpose. Finally, in addition to these turbulence parameter
isations, non-diffusive processes like convection also need to be parameterised. 

Parameter studies that concentrate on numerical aspects of a process model are 
often labeled as "purely technical." They are, however, extremely important for 
today's global climate or coupled physical-biogeochemical models, which cannot 
be run at eddy resolving resolution. The consequences of missing eddies, diffused 
fronts, closed or widened passages need to be investigated in systematic process 
studies. 

Acknowledgments 

I thank Hans von Storch and Gotz Floser for organising and inviting me to this 
truly multidisciplinary summer school. Helpful comments by Ralph Timmermann 
on an earlier version of this manuscript are gratefully acknowledged. 

Appendix 

A HPE 

:";:;.Iying the Boussinesq, thin shell, hydrostatic and traditional and incompressi
bility approximations leads to today's most widely used system of equations for 
OGCMs. The Earth's shape is approximated by a perfect sphere, so that gravity 
points to the center of mass. Also, tidal motions are usually neglected. The NHPE 
system (1-5) then becomes: 

du 1 --.tv =- p +F" +D" 
dt Po x 

(4.9.1) 

dv 1 
. - + fu = - p + FV + DV 

dt Po Y 
(4.9.2) 

0= J..- pz -(~)p 
Po Po 

(4.9.3) 

V'v = 0 (4.10) 
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dT 
F' +D' (4.11) 

dt 
dS FS +Ds (4.12) 
dt 
p = p(S,T,p) (4.13) 

These so-called primitive equations are well-suited for all process models ex
cept for convection studies. 

B QG 

Further approximation (first order in Rossby number) and manipulation of the 
equations (4.9-4.13) yields the quasigeostrophic system: Taking the curl of the 
momentum equations and defining a stream function: 

p 

po fa 

Such that 

(4.14) 

(4.15) 

(4.16) 

we arrive at the quasigeostrophic potential vorticity equation. (see e.g. LeBlond 
and Mysak 1978): 

o (4.17) 

In this system, potential density alone replaces the thermodynamic quantities T 
and S (single state variable) and becomes a diagnostic quantity: 

p' _ fpo a'IjJ 

g az (4.18) 

Separating horizontal and vertical dependence (for flat bottom) results in an ei
genvalue problem for the vertical structure (see Fig. 4.2b): 
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The solutions, corresponding to different eigenvalues A are so-called vertical 
modes. The inverse eigenvalues are called Rossby radii of deformation and set the 
typical horizontal scale for each vertical mode: 

-1 ~ghe RD=A =--, 
f 

where he is the equivalent depth for stratified fluids (see e.g. LeBlond and Mysak 
1978). 

C SWE 

The so-called barotropic vorticity equation is derived from the hydrostatic primi
tive equations by vertical integration and further assumptions relating to the verti
cal structure of solutions. The resulting equation is two-dimensional (x,y), yet 
retains a lot of the dynamical complexity of three-dimensional flow on the rotating 
earth. Defming 

if = ~ vdz J-H 

the resulting depth-averaged horizontal momentum equations are 

a - -- A_ 

-(HV)+V·(HVV)+jHkxV+gHV1]-iW +i b = 0 at 

(4.19) 

(4.20) 

where a vertical viscous term was included to explicitly incorporate vertical mo
mp".hlTlJ. exchanges (stresses) at the surface (iW) and bottom (ib ). 

Eliminating surface gravity waves by applying a rigid lid upper boundary con
dition, motions become horizontally non-divergent, and a streamfunction (see Eq. 
4.14) can be introduced, which leads to the barotropic form ofEq. (4.17). 

o RG 

The reduced gravity model is obtained by the assumption of one moving layer of 
homogeneous fluid lying above (or below) an infinitely deep layer of denser 
(lighter), but resting fluid. In this case, the gravitational acceleration is replace by 
the reduced gravity 

g' 
op 

g-. 
Po 

(4.21) 



Chapter 5 
Mathematical Models in Environmental 
Research 

by H. Langenberg 

5.1 Introduction 

Mathematical models are widely used in environmental research, and most of the 
lectures in this school are concerned with models that are in some way based on 
mathematics. In this contriblltion, the idea of mathematical modeling will be pre
sented, along with a variety of examples that use different fields in mathematics as 
the basic means of representing reality. 

This rather general (but surely not complete) overview is then complemented 
with a more detailed analysis of one particular kind of mathematical model, 
namely a numerical model of the ocean that is based on the primitive equations. 
Here, two steps are distinguished: first, the description of nature in differential 
equations (associated with the mathematical field of Dynamical Systems) and 
second, their numerical realisation to suit a computer and make their solution 
feasible (associated with Numerics). 

5.2 Mathematical Models - an Overview 

L-\ccording to the Oxford Advanced Leamer's Encyclopedic Dictionary, a model 
(in our context) is " ... a fragment of a mathematical or formal theory that reflects 
some aspect of a particular physical, social, technological or natural phenomenon. 
[ ... J" 

This definition reveals two important features of models: it is usually only "a 
fragment" of a theory that is used to build a model, and the model only represents 
"some aspect" of a phenomenon. This restriction that is inherent in the simplifying 
nature of models is often forgotten, and the results are interpreted as if they were 
observations. It is, however, essential to distinguish between those effects that are 
included in the model and those that are clearly external to its setup. Only with 
this distinction is a meaningful interpretation of the results possible. 

In the following, several types of mathematical models and their applications 
are shortly introduced. 
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5.2.1 Box Models 

The least complex type of model that is referred to here is the so called "Box 
Model." Such a model consists of a number of compartments of the environment 
that are individually addressed (and can therefore not be very numerous: typically 
three to ten boxes are used), together with a mathematical formulation of their 
interactions. Each compartment evolves in time from a set of initial conditions 
(obtained from observations) via fluxes to and from the other compartments. 

One example of a box model is presented in Fig. 5.1 (from Schulz 1998, pers. 
comm.): a budget of lead in the North Sea is calculated from emissions, atmos
pheric deposition, exchange with surrounding seas and rivers and deposition in the 
sediment. The interactions between the boxes "atmosphere," "North Sea," "sedi
ment" and "Atlantic Ocean" are calculated according to rather simple mathemati
cal formulae and depend essentially on the concentrations in the various compart
ments. With a time step of one year, it is then possible to reconstruct a simulated 
sediment core for the North Sea that reacts to the development of lead emissions. 

This type of budget model gives a rough idea of the dynamics of a quite ni
stricted environmental system (in this example: lead distributions in the North Sea 
region) and puts various observed details, as for instance the deposition into the 
sea relative to the atmospheric lead concentration, into the context of the system. 
However, many aspects that contribute have to be omitted in this type of model, 
and each compartment is only allowed one "box" in the model. 

5.2.2 Cellular Automata 

Cellular automata represent a quite different mathematical framework for model
ing the natural or social environment. They consist of a number of cells and a set 
of values that the cells can have (in the simplest case just "0" and "1 "). For each 
cell i, a finite "neighbourhood" N(i) is defined, which contains all those cells that 
have an influence on the cell i within one time step. To formulate the time de
pendence, a local transition function Ii is defined that calculates the value of the 
cell ; at the next time step according to the values of the cells in the neighbour
ilOOd N (i) at present. All the cells are then changed simultaneously, each accord
ing to its local transition function. 

This setup allows for a much larger number of cells than boxes in a box model, 
while retaining some individuality of the cells: it is in principle possible within the 
framework of cellular automata to give each cell a different neighbourhood and a 
different transition function. However, most common are cellular automata with 
uniform neighbourhoods (e.g. for an automaton that is defined on integers, N (i) 
could be the set i-I, i + 1 and uniform local transition functions (i.e. the sum 
modulo 2 for the above mentioned automaton). 

An overview and many types of cellular automata for the various disciplines 
are introduced for instance in Casti (1989). One of his examples is explained in 
the following. More applied studies using cellular automata that are more focussed 
on environmental system modeling are given by Engelen et aI., (1995, 1997). 

Here, a cellular automaton that simulates the generation of vertebrate skin pat
terns is introduced in order to illustrate how cellular automata work. The (much 
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Lead in the North Sea: A tentative balance 
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Fig. 5.1. Lead content in the North Sea region: an attempt at a budget 
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simplified) biological idea of what is happening can be explained as follows. In 
the vertebrate embryo, pigment cells are distributed randomly over the skin. Each 
pigment cell sends out two types of morphogenes: a colour inhibiting one, with a 
relatively large radius of action; and a colour activating one, whose influence does 
not extend as far, but that has a larger impact (see Fig. 5.2, top). The cellular 
automaton to simulate this behavior is defined as follows: 
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• The cells: a finite sector of IN x IN 
• The values: C (coloured) and U (uncoloured) 
• The neighbourhood for cell i: all cellsj: Ii - j 1< 6.01 
• Transition function: Each cell with value C activates colouring in neighbours 

nearer 2.3 with value WI = + 1, inhibits colouring in neighbours further 2.3 with 
value W2 E {-O.34}. 
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Fig. 5.2. Top: A pigment cell with two circles of influence: colour activation in the closer sur
roundings and a colour inhibition in the area further away from the cell. Bottom: The associated 
cellular automaton: c, and C2 are pigment cells. Then cell 1 receives activation w, =1 from c, and 
inhibition W 2 = -0.34 from c2, thus the value of cell 1 at t = 1 is: v( 1)t+ 1 = 1 - 0.34 > 0 and cell 1 
will be coloured in the next time step. Cell 2 receives inhibiting signals from both c, and c2 , 

giving v(2)t+ 1 = w, (c,) + W 2 (c,)= -0.34 - 0.34 < 0 and no colour at t+ I 
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The value of i at time t + 1 is calculated as: 

V(i)l+l = ~ W 

jEN(i) 

If v(i}t+! > 0, then i at t+ 1 is coloured, 
Ifv(i)t+! = 0, then i does not change. 
If V(i}t+l < 0, then i at t+1 is uncoloured. 
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In Fig. 5.2, bottom, the evolution of a pattern is demonstrated for an initial con
dition with only two coloured cells: Cell 1 receives an inhibiting signal with value 
W2 < 0 from one coloured cell (C1) and an activating signal with value WI > 0 
from the other one (C2). As /w l / > /wJ by definition, the added effect on cell 1 is 
activating, so that it will be coloured in the next time step. Cell 2, on the other 
hand, receives only inhibiting signals and is thus left uncoloured. It is easy to see 
that this automaton favours the conglomeration of coloured cells. The resulting 
patterns for four different values of W2 are shown in Fig. 5.3. 

This automaton does not simulate a true evolution in time, but is just left to 
adjust until a quasi-stationary state is reached. It is, however, possible to simulate 
a development by introducing suitable boundary conditions that insert new infor
mation into the system at each time step. Otherwise, a finite cellular automaton 
always ends in a steady state or a cycle of finite length (Langenberg 1996). 

W2= -0.34 -0.28 -0.24 -0.20 

Fig. 5.3. Skin patterns emerging from different inhibitor values (from Casti 1989) 
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5.2.3 Differential Equations 

Probably the most widely used technique for mathematical simulation of the 
physical environment is the use of differential equations that describe the devel
opment in time of some entity, according to fixed laws. Since the rapid progress of 
electronic computing makes it possible to solve differential equations numerically, 
this way of simulating the world has been particularly successful and is applied in 
virtually all physics-based subjects from climate research to engineering. 

A differential equation based ocean circulation model, with its generation from 
the ideas we have about nature to its numerical realisation, is treated in detail in 
Sect. 5.3. Naturally, models of different entities are different, but most features of 
modeling with differential equations are common to all such models. 

5.2.4 Other Techniques 

Other quite different techniques of mathematIcal modeling include statistical 
modeling and graphical modeling (which is based on statistical modeling and 
provides a way to present the results of statistical analyses more concisely). In 
fact, most of the lectures in this school deal with more or less mathematical de
scriptions of the environment and thus, with mathematical models. 

The most important common properties of these models are: 

• They reduce the environment to a finite number of components. 
• They give a mathematical description of part of the dynamics of the system. 
• They usually describe the development in time, thus in principle allowing pre

dictions. 

5.3 From Nature to Navier-Stokes' Equations 

When trying to build a mathematical, differential equations-based model of the 
ocean circulation, the first question to ask is what is there that might influence the 
motion in the sea. A somewhat arbitrary list of processes and things that spring to 
mind is: ocean currents, turbulence, waves, wind, the bottom of the sea, land 
(beach), human impact (e.g.: dredging, fishing), tectonics, river runoff, solar 
heating, the Coriolis force, fish and plants, buildings (e.g. oil rigs, ships), sea ice, 
and sea surface elevation. 

The first, the ocean currents, are considered to be what we want to simulate, so 
this is what the equations are to be solved for. The other items are only important 
if they contribute "significantly," and on the time scales we are interested in, to the 
ocean currents. Typically for a shelf sea model, time scales on the order of years 
or decades are simulated, so that tectonics is too slow to have an impact. On the 
other end of the scale, turbulence is thought of as everything whose temporal and 
spatial scales are too small to be treated explicitly, but it has to be taken into ac
count in some way because the small scales feed back into the larger scales. This 
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is usually done with a "parameterisation," i.e. trying to approximate the small 
scales in terms of the (known) large scale entities. 

In the type of model that is introduced here, i.e. a primitive equation model of 
the North Sea, typically waves, human impact, fish and plants, sea ice and build
ings are also neglected, because their influence on the currents is considered to be 
small. The other components that are mentioned above are expressed as terms in a 
differential equation. How they are generated will be explained in the following. 

It is not a small problem in modeling an environmental system to decide which 
effects have to be taken into account and which can be left out. The environment 
is an open system that consists of infinitely many feedbacks with varying impor
tance and it is very easy to miss a process that matters. However, when a model 
produces realistic results, it is generally assumed to include everything that would 
make a big difference. 

One difficulty, for instance in climate change experiments, is that an effect that 
is negligible today may become important under the conditions that prevail in a 
different climate. A model that produces realistic results for present day conditions 
may thus be unsuitable for the simulation of a climate change scenario. 

5.3.1 The Ocean Currents 

The ocean currents are the parameter we want to simulate. Precisely, we want to 
simulate how they change in time under the influence of a given (and time
varying) set of boundary conditions. For this, the velocities are split into three 
components that are orthogonal to each other, resulting in the vector V =(u,v,w), 
where u, v and ware the zonal (x), meridional (y) and vertical (z) components, 
respectively, and positive u is assumed to point east, positive v north and positive 
w upwards. 

The change in time of V can then be expressed as dV/dt, the total derivative 
with respect to time. Expressed as partial derivatives and split up into the three 
velocity components, this looks slightly more complicated: 

duldt = aulat + uaulax + vauliJy + waulaz 

dvldt = avlat + uavlax + vavliJy + wavlaz 

dwldt = awlat + uawlax + vawliJy + wawlaz 

The total derivative consists of the local change in time, and the advective 
terms: the velocity field moves with the currents similarly to all other entities. 
Figure 5.4 illustrates how this works for the term vau/iJy: The field of u-velocities 
is moved in y-direction by the v-velocity. 

The advective terms make the equations of motion non-linear, rendering them 
impossible to solve analytically in full complexity. This also means that the small 
scales (usually described as turbulence) influence the large scales. If the equations 
are solved numerically, turbulence will have to be parameterised as mentioned 
above. One way to do this is explained in the next subsection. 
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~ -; uniform everywhere 

-- x x --Fig. 5.4. A field of east-west (u- )velocities is advected south with a negative v-velocity 

5.3.2 Wind and Sea Bottom 

Wind and sea bottom, although seemingly quite different processes, affect the 
ocean currents basically in the same way, namely in the form of a frictional stress. 
This frictional stress T originates from two surfaces in- cgntact with each other that 
move at different speeds. The stress that is exerted depends on the vertical velocity 
difference on the one hand, and on the viscosity !1 on the other hand: 

Tx =).l au/az 

Ty = J1 8v/ az 

The vertical velocity gradient comes in, because if both surfaces move at ex
actly the same speed, there is no friction, and as speeds become more different, it 
increases. 

The viscosity is a measure that indicates how deep the influence will penetrate. 
If you imagine a wooden spatula that is drawn over a surface of (rather viscous) 
honey, it is quite obvious that much more honey will be moved than water, if the 
same spatula is drawn over a surface of (less viscous) water in the same way. 

One way to parameterise turbulence is to express it in the same way as a vis
cosity. The rationale behind this way of thinking is that turbulence - as viscosity -
increases the depth of wind influence in the same way as the advective terms in 
the equations of motion work: whatever stress is exerted at the surface is trans
ported down into the water column by the small scale velocities. This of course 
happens in all three dimensions and ~hus the viscosity terms appear in all three 
equations. 

5.3.3 The Coriolis Force 

The Coriolis force results from the fact that the earth is a rotating sphere and de
flects every horizontal movement of water on the northern hemisphere to the right 
(and on the southern hemisphere to the left). To imagine how this works, picture a 
particle sitting on the equator. It moves - as the earth does - at a speed of about 40 
000 km/day (the length of the equator goes round once per day) around the axis of 
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the earth. As it moves north, the underlying earth moves at a slower speed, be
cause the zonal circumference of the earth becomes smaller (it is zero at the North 
Pole). The particle is thus faster than the underlying earth and "overtakes" it -
moving east relative to the earth, i.e. to the right. Analogously, a particle starting 
south from the North Pole will be slower than the underlying earth and seem to 
move west - deflected to the right again. For a zonal movement this is not as easy 
to see, but the same is true. 

For the equations, this effect means that a positive v velocity (pointing north) 
induces a positive u velocity (pointing east), and a positive v velocity induces a 
negative u velocity (and vice versa). Thus, two more terms enter the two horizon
tal equations: 

u-eqn.: +20 sine rp) v 
v-eqn.: -20 sine rp) u 

where 0 is the angular velocity of the earth and rp is the latitude. In general, 20 
sinrp is abbreviated as f and called the Coriolis parameter. 

Two additional terms that result from the mathematical derivation of the Corio
lis force are usually neglected: 

The influence of w on horizontal motion, because the vertical velocities are 
much smaller than the horizontal ones; and the influence of u on the vertical mo
tion, because in the vertical direction gravity and pressure dominate the regime 
(whereas horizontally, generally no large forces are at work). 

5.3.4 River Runoff, Solar Heating, Surface Cooling 

River runoff, solar heating and surface cooling all primarily influence the ocean 
currents by changing the density p of sea water that is largely determined by tem
perature and salinity. Horizontal density differences create an "internal" pressure 
gradient, e.g. in east-west direction al(p)/ax. Figure 5.5 shows how this works: 
imagine a bowl with a wall in the middle, one half full of olive oil (with relatively 
low density), the other half full of red vinegar (with relatively high density). Be
cause the red vinegar is heavier than the same volume of olive oil, there is a pres
sure gradient in the bowl, and when the wall is taken out, the liquids will rearrange 
so that the olive oil sits on top of the vinegar. 

These internal pressure gradients exist in the same way in sea water. The den
sity differences are just much smaller, and the Coriolis force prevents such a 
straightforward readjustment on the ocean basin scale. 

5.3.5 Sea Surface Elevation 

Another contribution to the pressure gradient comes from the sea surface eleva
tion. In much the same way as in the case of different densities, a higher water 
column on one side of the wall in a bowl (see Fig. 5.6) leads to more weight on 
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Pressure gradient 

Internal: 
t 

~ ...................... 
........... ........... 

........... ........... 
........... ........... 

........... ........... olive oil ........... 
........... ........... ...................... 

red vinegar ........... ol ive oil ........... ...................... ........... 
........... ........... 
........... ........... 

........... 

........... ........... 
........... ........... 

........... -... 
........... ........... red vinegar ........... ........... 

........... ........... ...................... ........... 
........... ...................... ........... 

Fig. 5.5. Internal pressure gradient: the water column on the left hand side is heavier than that on 
the right. A pressure gradient is created that leads to readjustment when the wall is removed 

Pre ure gradient 

External: 
t 

........... ........... water 
...................... ------

........... ........... ........... 
........... ........... 
~ ........... 

Fig. 5.6. External pressure gradient: again, the water column on the right hand side is heavier and 
the removal of the wall will lead to readjustment 

one side and a readjustment as soon as the wall is taken out. A gradient in sea 
surface elevation (as for instance caused by the tides) is called the external pres
sure gradient, aE(I;,)/ax (cf. Backhaus 1985). 

Both internal and external pressure gradients are added together, and have to be 
considered per unit mass for the equations, so that the terms 

11 p a(E(I;,) + J(p))/ ax 

11 p a(E(I;,) + J(p))/ ay 

11 p a( E( 1;,) + J(p )) / az 

have to be added to the equations. In the vertical, pressure gradient and gravitation 
are largest by far, so that all the other terms are generally neglected. 
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"I =2 m/" 

I"J = 0 111/" 

Fig. 5.7. In a two-dimensional box of given volume, inflow and outflow must balance: this can 
be true in just one direction (top), or the /1- and v-velocities can balance each other 

5.3.6 Continuity 

One more equation is needed to fully determine the system of equations and there 
is one more thing we know about the dynamics of the sea: mass is preserved at 
any time. As a simplification, that is not quite correct but in a first order approxi
mation, we assume sea water to be incompressible (this is true for fresh water, but 
not quite for saline water), so that continuity of mass and continuity of volume 
become equivalent. For a given volume we then know that inflow and outflow 
must balance, as sketched Fig. 5.7. 

In terms of a differential equation, this can be expressed as: 

aujax + av / ay + rJw jaz = O. 

The change of u in x-direction must be balanced by corresponding changes of v 
and w in y- and z-directions, respectively. 

5.3.7 The Resulting Equations 

Put together, all the terms we have created in the preceding sections result in a 
system of equations that is fully determined. They are called the Navie1·-Stokes
Equations, and most models of the ocean are based on them in some way or an
other (as can be seen in some of the other contributions to this volume). In the 
same way that we have considered the components we thought relevant, additional 
terms can be included that might matter under special circumstances. What we end 
up with in this system are the following equations: 

du7 dt + f v + 1/ P a(E(~) + I(p))/ ax = LX 

dvldt-f u+lIp a(E(~)+I(p))/ay=Ly 

lip a(E(~)+I(p))/az=g 
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aul ax + av I ay + aw /az = 0 

To get a feeling for the way the system works, consider a horizontal gradient in 
sea surface elevation between two points in the area that we look at, i.e. a positive 
external pressure gradient: Such a gradient can be balanced in various ways to 
keep up a stationary state. 

The first possibility is a corresponding internal pressure gradient, so that the 
total pressure gradient amounts to zero. An example for such a balance can be 
found in the North Sea: The water along the Norwegian coast is less saline than 
that in the central and northern North Sea and just this difference in salinity leads 
to sea levels differences in the order of 10 cm, with higher sea levels at the coast, 
where the water is less dense (Damm 1997). 

Another way to achieve a balance is a wind stress Lx or Ly that acts against a 
gradient in surface elevation. This comes to effect in a storm surge. In the German 
Bight that is shaped like a funnel open to the north-west, strong northwest winds 
that persist for a couple of days induce extreme sea levels and often considerable 
damage. In a strong storin surge, an elevation of 3 m above normal can occur due 
to wind stress (e.g. Flather 1999). 

A third possible balancing term is the velocity term: a sea surface elevation at 
one place (if it is not balanced by any of the other terms) leads to a change in the 
velocities, i.e. water flows from the high elevation area to the surrounding places 
with lower sea surface elevation. In the North Sea, for instance, the tides work in 
this way, as the North Sea is too small to be attracted by the gravitation of the 
moon directly. So the tides are really only a wave that comes in from the North 
Atlantic. In this case, the Coriolis term that links the u and v equations becomes 
important: a strictly zonal change in the sea surface elevations will induce a 
change in u and via the Coriolis term produce an imbalance in the v equation. 
Then the whole system will start to oscillate, which is what usually happens in the 
real ocean (e.g. Hansen 1952). 

5.3.8 Difficulties 

There are a few difficulties inherent in this way of describing the ocean circula
tion. First, the density at every grid point has to be determined, as we have seen 
that it influences the velocities. However, usually not enough observations are 
available. Additionally, temperature and salinity, which determine the density, are 
transported by the currents. This problem is usually solved by adding equations 
for temperature and salinity, and the equation of state that gives the density from 
temperature and salinity (e.g. Pohlmann 1996). 

The second (and grave) problem is the fact that the equations in this form can
not'be solved analytically. There are basically two ways out: either one has to 
leave out most terms, further reducing the system to a balance of the two or three 
most important ones. Or the equations can be treated numerically. The first possi
bility gives exact solutions, but only for a very much simplified view of the ocean. 
With the second method, more processes can be taken into account, but the exact
ness of the solution has to be sacrificed: for a numerical treatment, the ocean has 
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to be divided into a finite number of boxes, thus transferring a smoothly distrib
uted field into a step function. Nevertheless, with improving computer perform
ance, the numerical method has had a vast development since its first steps in the 
1950s. 

From this resolution problem, the difficulty of turbulence closure arises: in a fi
nite grid, there are always scales that are not resolved, but have to be taken into 
account in some way. The parameterisation with the eddy viscosity concept that 
was mentioned above is just a rough approximation. More sophisticated methods 
have been constructed; one of the more widely applied ones is the k-£ model, 
where another two equations are introduced: one equation for the turbulent kinetic 
energy k, and one for its dispersion, £ (see e.g. Rodi 1980). 

5.3.9 Boundary Conditions 

The equations describe the change of the entities in time and space (x,y,z,t). To 
solve such a system of equations, for every entity there must be a neighbourhood 
from which the gradient can be determined. Because we are going to discuss the 
numerical rather than the analytical solution here, in the following it is assumed 
that the model area is divided into grid boxes. Then, there are two possibilities: 
using cyclic boundary conditions is one, where the "last" grid box is the neighbour 
for the first one. Otherwise, all along the boundaries, values have to be specified 
that provide the necessary gradients for the interior. 

In the vertical, usually boundary values are specified, e.g. wind and bottom 
stresses and surface heating. In the horizontal, both are possible: when the global 
ocean is modeled, cyclic boundary conditions can be used naturally (with slight 
problems at the poles). In regional applications, boundary values have to be pre
scribed, typically to include the tides (in the form of surface elevations or veloci
ties) and the density profile of the ambient ocean. Finally, in the time domain, 
initial conditions are given to provide a boundary condition at one end of the time 
scale. In one dimension, one end can be left open to let the system evolve, and that 
is usually the development in time. It would, however, in principle also be possi
ble to prescribe all the boundaries (then including the final state at every grid 
point!) except for the eastern end of the domain and then see how the "initial" 
state in the west proceeds through the area. 

5.3.10 Simplifications 

With this step, not yet looking at the discretisation problem, we already lost a 
large part of nature, namely all the processes that are not expressed in the equa
tions. Typical processes that are not part of the model are e.g. thermal expansion 
(in regional applications), salt anomalies that would enter through the boundaries, 
the influence of vegetation, or land sinking and rising. Some of these can be im
portant for special applications and must then be taken care of. It is thus essential 
to know which processes are represented in a model. 
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5.4 From Differential Equations to a Numerical 
Representation 

Now that we have the differential equations that describe the system we want to 
simulate, we have to transfer them into a form that makes it feasible to solve them. 
As mentioned before, for an analytical solution, drastic simplifications would be 
necessary, so we proceed here towards a numerical solution. To show the principle 
but keep things fairly simple, we consider the advection equation 

all at = -c all ax 

that describes the advection of the concentration of a substance I(X,f) , e.g. blue ink, 
in a one-dimensional system (spatial dimension: x) with a velocity c. To avoid 
boundary conditions, we assume the model area to be a circular channel, with i~ 
in a distribution as given Fig. 5.8. 

Of course, the numerical representation of the full equations of motion will be 
more complex, but the basic principle is similar. 

c = velocity 

d;111111111 7 

Fig. 5.8. Model setup: a circular channel without variation across-channel is assumed to be filled 
with water, moving with the velocity c. A blob of ink, that is slightly dispersed, is situated at one 
position in the channel (top). The circular channel can be thought of as a straight line, and the 
two ends are identified with each other (bottom) 
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Fig. 5.9. Discretised form of the model setup: the channel is divided into ten boxes; each box is 
given a value for the concentration of ink. For the formulation of the boundary condition for x = 
10, a new box x = II is introduced that has the ink concentration value of the box x = I 

5.4.1 Discretisation 

The model domain has to be divided into a finite number of grid boxes (here: lO) 
and each box is assumed to be 1 m long in x-direction (Ax = 1 m). In the time 
domain, the time step is taken to be At = I s and the velocity c = -1 mis, where the 
negative sign of the velocity means that it proceeds opposite to the direction in 
that x increases. The amount of ink in the boxes is taken to be 1 unit for x = 4, 
0.5 for x E {3.5} and 0 for the other boxes (Fig. 5.9 for a sketch). 

In the next step, the partial derivatives are replaced by difference terms in the 
following way, called "forward difference" in time and space: 

al I at _ l(x,t + At) -l(x,t) 
At 

al I ax _ lex + Ax,t) -l(x,t) 
Ax 

Instead, a "backward difference" all ax -lex, t) - l(x -tu, t)/Ax or a "central 
difference" all ax -lex + Ax, t) - l(x - Ax, t) I 2Ax can be used. The backward 
difference does not make sense for the time derivative, because what we are solv
ing for is l(x,t + At). Using the forward differences, the advection equation in 
discretised form then reads: 

l( A) (l(x+Ax,t)-I(x,t)) A l( ) x t + ut = -c ut + x, t 
.' Ax 

In a forward difference, the gradient in the point x is estimated from the value 
at x and the value at x+Ax (and in backward or central differences analogously). 
This might or might not be a good approximation. 
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Forward difference. C = -1 mls 

£ 
0.0 0.0 0.5 1.Q ~ 0.0 0.0 0.0 0.0 0.0 t=Os 
0.0 0.5 1.0 o~ 0.0 0.0 0.0 0.0 0.0 0.0 

0.5 1.0 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 

1.0 0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.5 

0.5 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.5 1.0 ~ time 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.5 1.0 0.5 

0.0 0.0 0.0 0.0 0.0 0.0 0.5 1.0 0.5 0.0 

0.0 0.0 0.0 0.0 0.0 0.5 1.0 0.5 0.0 0.0 

0.0 0.0 0.0 0.0 0.5 1.0 0.5 0.0 0.0 0.0 

0.0 0.0 0.0 0.5 1.0 0.5 0.0 0.0 0.0 0.0 t=9s 

x=l x x= 10 

Fig. S.10a. Forward differences: the value of x = 4 at time t = 2 is calculated from the value at 
x = 4, t = I and the gradient between x = 4 and x = 5 at t = I 

5.4.2 Simulation 

This equation is now used in a simulation. Fig. 5.10 shows the development in 
time for the case that was introduced above. This works exactly in the way we 
want it to work: the ink is transported once around the channel in 10 time-steps, 

Forward difference. C = + 1 mls 

c 
0.0 0.0 0.5 1.0 ~ ~ 0.0 0.0 0.0 0.0 t=Os 
0.0 -0.5 0.0 1.5 1.0 0.0 0.0 0.0 0.0 0.0 

0.5 -1.0 -1.5 2.0 2.0 0.0 0.0 0.0 0.0 0.0 

2.0 -0.5 -5.0 2.0 4.0 0.0 0.0 0.0 0.0 -0.5 

4.5 4.0 -12.0 0.0 8.0 0.0 0.0 0.0 0.5 -3.0 
~ time 

5.0 20.0 -24.0 -8.0 16.0 , 0.0 0.0 -0.5 4.0 -10.5 

-10.0 64.0 -40.0 -32.0 32.0 0.0 0.5 -5.0 18.5 -26.0 

-84.0 168.0 -48.0 -96.0 64.0 -0.5 6.0 -28.5 63.0 -42.0 

-336.0 384.0 0.0 -256.0 128.5 -7.0 40.5 -120.0 168.0 0.0 

-1056.0 768.0 256.0 -640.5 264.0 -54.5 201.0 -408.0 336.0 336.0 t = 9 s 

x=l x x= 10 

Fig. S.10b. Forward differences (velocity positive in x-direction: the value of x = 4 at time t = 2 
is still calculated from the value at x = 4, t = I and the gradient between x = 4 and x = 5 at t = 1, 
but the direction of the velocity is reversed 
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"UPSTREAM" l(x) = 0\ "DOWNSTREAM" 

l(x+~x) = 0 

Fig. 5.11. When the velocity is negative, the gradient is taken from the box in question and the 
one upstream. This is appropriate, because the ink will be transported from the box upstream to 
the one in question with the velocity (left). When the velocity is positive, the gradient is taken 
from the box in question and the one downstream. Here, the gradient is 0, so the value lex) does 
not change. However, there is a peak of concentration approaching (from the other side) and it 
should have changed (right) 

and the distribution does not change. However, this is due to the fact that the di
rection of the velocity is opposite to that of the difference taken. In such a case, 
the gradient is estimated from the value at x and that at the next point upstream. 
This makes sense and transports the ink correctly. 

Using a forward difference in the case of a positive velocity (c = +1 m/s) re
sults in numerical instability (cf. Fig. 5.lOb). In this case the estimate must go 
wrong because it takes into account the point that does not matter for transport 
(see also Fig. 5.11.). 

Finally, a method called the "leap-frog" scheme with a velocity of c = 0,5 mls 
is presented in Fig. 5.12: it uses central differences in time and space. It is numeri-

x=l c =0.5m/s x= 10 

0,0 0.0 0.5 1.0 0.5 0.0 0.0 0.0 0,0 0.0 t = 1 s 

0,0 -0.1 .QJ 1~0 0.8 0,1 0.0 0.0 0.0 0.0 

0.1 -0,1 -0.1 0.8 0.9 0.4 0.1 0.0 0.0 0.0 

0.1 -0.1 -0.2 0.5 0.9 0.6 0.2 0,0 0,0 0.0 

0.1 0.0 -0.3 0.2 0.9 0.8 0.3 0,1 0.0 0.0 
0,2 0.2 -0.3 -0.1 0.7 0.9 0.5 0.2 0.1 -0.1 

0.1 0.2 -0.2 -0.3 0.4 0.8 0.7 0.3 0,2 -0.1 

0.1 0.3 0.0 -0.4 0.1 0.7 0.8 0.4 0.3 -0.1 

0,0 0.3 0.2 -0.3 -0.2 0.5 0,8 0.6 0.4 0.0 

0.0 0.2 0.3 -0.3 -0.3 0.2 0.7 0.6 0.6 0.1 t= 10 s 

Numerically stable for c t < 1 

Fig. 5.12, Leapfrog scheme: the value of x = 4 at time t = 3 is calculated from the value at x = 4, 
t = I and the gradient between x = 3 and x = 5 at t = 2 
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holds, using the Courant-Friedrich-Levy criterion. The leap-frog scheme is inde
pendent of the flow direction, but it introduces considerable numerical diffusion: 
the distribution of ink is much wider and the peak of 1 unit is reduced to 0.6 units 
within 10 timesteps. 

One method that works better than the simple forward, backward or central dif
ferences is the "upstream" scheme, where the direction in that the differences are 
taken is determined from the velocities, so that the upstream case like Fig. 5 . lOa is 
always used. 

Also, all of this was an "explicit" treatment of the equation. With "implicit" 
methods, where the value at the new time step appears on both sides of the equa
tion, the strict Courant-Friedrich-Levy criterion need Rot quite be met. However, 
then a system of equations must be solved simultaneously, making the procedure 
more time consuming. 

5.4.3 Simplifications 

With discretisation, we lose another part of nature, additionally to what we ne
glected when setting up the system of equations: the small scales, in time as well 
as space. Thus, whatever is smaller or faster than the grid size or the time step, 
respectively, is not accounted for explicitly. For instance, topographic detail is 
always neglected, often even on islands like Heligoland in the German Bight; 
fronts between two water masses are smeared out or disappear altogether (e.g. 
Langenberg and Pohlmann 1994). In the vertical, stratification might be neglected, 
or gradients might appear much smaller than measured because of the resolution 
and finally, in the time domain, for global models the time step is often too large 
to calculate the tides explicitly. 

Although this problem should decrease with decreasing grid sizes (which in 
practice come with faster and better computers), it is inherent in the numerical 
method and can not be solved. 

5.5 Summary 

There is a large variety of mathematical models of the environmental system, and 
some are treated with more detail in other contributions to this school. 

The approach to modeling the ocean that was presented in detail here is a two
step-approach: first, those aspects of nature that are to be modeled are expressed in 
terms of a finite number of differential equations and boundary conditions. Here, 
we lose the openness of the system, i.e. the unlimited number of feedbacks and 
influences that characterise reality. In the second step, the equations are discre-
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tised and transformed into a numerical representation. This destroys the accuracy 
of the solution, i.e. the result that is calculated does not solve the equations ex
actly, but only approximately. 

It is essential to keep those simplifications in mind in order to give a meaning
ful interpretation of the results. 
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Chapter 6 
Physical Modeling of Flow and Dispersion 

by Michael Schatzmann 

6.1 Introduction 

Numerical models are commonly grouped into different c:ategories depending on 
the scales they are applied to. If we do the same with physical models (wind tun
nel and water tank experiments), we would assign them to the urban and street 
scale or, in other words, to the obstacle resolving scale. 

This scale is of particular importance for industrial and urban air pollution 
problems, with the exception of tall stacks, the emissions occur here mainly within 
or shortly above the canopy layer, i.e., the zone where the atmospheric flow is 
heavily disturbed by buildings and other obstructions and where people live. Due 
to the combined effects of natural wind variability and obstacles, local concentra
tions differ substantially over short distances. Models applicable to such problems 
must be able to resolve multiple obstacles as well as the numerous eddies shed by 
them. 

Although there has been significant progress in the development of micro scale 
meteorological models over the last few years, they are still limited in scope, 
mainly due to a lack of computational power. The largest machines presently 
available accommodate only about 100 x 100 x 50 grid cells for problems as we 
discuss them here, which restricts the applicability of these codes to rather ideal
ised geometric configurations. Moreover, such models require new schemes for 
the parameterisation of sub-grid scale turbulence, which remains to be developed. 
Therefore, the simulation of in-canopy layer dispersion processes is still the do
main of physical models. 

The methods applied in physical modeling will subsequently be demonstrated 
with an example of practical relevance, the dispersion of accidentally released 
flammable or toxic gases. The consequences of such potential accidents which 
might occur in chemical industry need to be assessed, and if these consequences 
appear to be inacceptable, actions to improve the safety of the plant must be taken. 
Other examples can be found in, e.g., Schatzmann et al. (1998). 

6.2 Properties of Wind-Tunnel Boundary Layers 

The reliability of results from physical model studies depends strongly on the 
quality of the mean and turbulence characteristics of the simulated boundary layer. 
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Fig. 6.1. Neutrally stratified boundary-layer wind-tunnel of Hamburg University. Size of cross 
section: 1.5 m x 1.0 m 

Subsequently, some results of such characteristics measured in a wind tunnel 
boundary layer will be presented and compared with those of the atmospheric 
boundary layer. 

Most wind tunnels which are utilised to generate the small scale boundary layer 
have a design similar to that sketched in Fig. 6.1. They consist of an inlet nozzle 
with flow straighteners, a long flow establishment section, a test section, and a fan 
driven by a speed controlled electric motor. Most tunnels work with suction in 
order to keep any disturbance of the flow inside the tunnel to a minimum. An 
adjustable ceiling is used to establish a zero-pressure-gradient boundary layer. The 
change of wind direction with height or density stratification can not be simulated 
in such a tunnel. However, there are other tunnel designs available, which are 
specialised just on the simulation of stable and unstable boundary layers or even 
elevated inversions (see, e.g., Schatzmann et al. 1995). 

As in dispersion calculations for licensing purposes, the vertical velocity profile 
of the wind tunnel boundary layer is usually approximated by the power law 

(6.1) 

with u ~ 0) the velocity at boundary layer height (j. 

Desired power law exponents n can be achieved by use of specific combina
tions of vortex generators (Irwin 1981) and artifical roughness elements distrib
uted over the bottom of the flow establishment section (Fig. 6.2). Figure 6.3 gives 
an example of a mean vertical velocity profile in logarithmic presentation obtained 
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in the tunnel. In this particular case, a boundary layer thickness of b = 0.4 m and a 
profile exponent of n = 0.16 was obtained. 
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Fig. 6.2. Generation of a neutrally-stratified boundary-layer wind profile by use of vortex gen
erators and artifical roughness elements 

To obtain model/prototype similarity, not only the mean but also the turbulence 
properties of the boundary layer have to be matched. Since the Reynolds number 
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Fig. 6.4. Vertical turbulence intensity profile in comparison with ESDU (1974) field data 

representing the ratio of inertial and viscous forces takes on a value some orders of 
magnitude less in the wind tunnel compared with the field, some fundamental 
differences must be expected. Over representation of viscous action in the model 
results in mainly two consequences: (1) the turbulence energy spectrum is cut off 
in the large wave number range and, (2) the internal composition of the boundary 
layer is somewhat different; above all a thicker viscous sublayer will occur. The 
fact that dissipation occurs at comparatively larger eddy sizes is probably of minor 
importance, since the mixing process is dominated by the macro-structure of tur
bulence. Also the second point should be rather irrelevant, since in the wind tunnel 
an artificially increased bottom roughness has to be used in nearly any case. As 
long as the height of the roughness elements exceeds the thickness of the viscous 
sublayer, the flow remains in the rough-boundary region of the resistance diagram. 
Consequently, the fair agreement generally found by comparing the turbulence 
characteristics of wind tunnel and atmospheric boundary layers is not very sur
prising. 

Figure 6.4 shows this for the vertical distribution of the horizontal velocity 
fluctuation in comparison with field data (ESDU 1974). Fair agreement is likewise 
obtained as far as power spectra are concerned (Fig. 6.5). The data taken in our 
wind tunnel by Marotzke (1987) compare well with the curves based on field data, 
which were proposed by Kaimal (1972) and Teunissen (1982). 
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Fig. 6.S. Power spectra measured in the wind tunnel in comparison with spectra based on field 
data according to Kaimal et al. (1972) and Teunissen (1982) (from Marotzke 1991) 

6.3 Dimensional Analysis 

Certain similarity requirements must be fulfilled in order to transfer results from 
small-scale wind tunnel experiments to prototype scale. These similarity laws are 
usually obtained by dimensional analysis, a method that makes use of the fact that 
physical equations must be dimensionally homogeneous and hence the parameters 
occurring therein can only appear in certain combinations. 

The derivation of similarity laws is subsequently outlined in the example of an 
instantaneous heavy gas release as it was realised in the Thomey Island field tests 
(Mc Quaid 1984). Figure 6.6 shows the situation. A volume Vo of heavy gas with 
density Po and viscosity flo is released into an atmospheric boundary-layer flow 
characterised by a power law wind profile with exponent n and a boundary layer 
thickness D. The initial shape of the cloud is unknown in reality, so we assume for 
simplicity a cylinder with height ho and radius Po' 

The properties of the surrounding air are described by Pa and fla , za charac
terises the surface roughness, and uaR the velocity in a given reference height. 
The spread of the cloud is affected by several obstacles. Their geometry is fully 
defined by the length scales 11, ••• , In and the porosity e. 

We 'restrict ourselves to the so-called gravity spreading zone which is domina
ted by the (negative) buoyancy of the cloud and extends down to a few percent of 
the initial gas concentration. Within this zone, density differences between the 
cloud and its environment are much larger than those in the ambient flow. There
fore, the influence of ambient stratification on the spread of the cloud is small and 
can be neglected. With this restriction in mind, the local dilution X = I1c/l1co (with 
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Fig. 6.6. Instantaneous releases of a volume of heavy gas into a shear flow disturbed by an ob
stacle. Definition sketch 

I'1c and I'1co the local and initial concentration excess above ambient, respec
tively) depends on the following variables 

(6.2) 

Applying dimensional considerations, a characteristic length scale, time scale 
and velocity scale 

L - TlI/3 
ci - Yo 

T . = ( Lei) 1/2 
Cl g' 

Uci = (LCig,)1/2 

(6.3a) 

(6.3b) 

(6.3c) 

can be defined with g' = g I'1Pol Pa the 'effective' gravity acceleration and 
I'1Po = Po - Pa· 

The sUbscripts c and i indicate that these scales are (Q)haracteristic variables for 
an (ilnstantaneous gas release. Nondimensionalisation of Eq. 6.2 results in 

(6.4) 



Section 6.3· Dimensional Analysis 115 

Equation 6.4 indicates that the local dilution X as a function of the normalised 
time t/Tei in both the model and full-scale takes on identical values at locations 
determined by the coordinates x/Lei' Y / Lei and z/ Lei ' provided that all the re
maining dimensionless parameters on the right hand side of this equation can also 
be matched in the wind tunnel experiment. These parameters are: the density ex
cess ratio of the initial cloud, a cloud Reynolds number, and an ambient Reynolds 
number, the aspect ratio of the initial cloud ro / Lei' the roughness parameter 
z R / Lei' the velocity ratio liaR /U ci which has the quality of a Froude number (as 
can be seen when Uei is replaced by Eq. 6.3c), the nondimensionalised mixing 
height blLei , the dimensionless length scales, IdLei to In/Lei' and the porosity 
8. 

It should be noted that both the dimensional analysis and the wind-tunnel ex
periments do not include those processes leading to the formation of the initial 
cloud (burst of a tank, evaporation of a liquified gas). A possible ignition of the 
cloud in case the gas is flammable is also excluded from the analysis. We assume 
that the source is fully described by an appropriately chQsen initial density and 
initial volume and concentrate solely on cloud dispersion. ~ 

In the case of a continuous release (Fig. 6.7), the initial volume Vo is replaced 
by the initial volume flux Vo. Since Vo contains the basic units length and time, 
dimensional analysis results in the characteristic scales 

(6.5) 

and into the non-dimensionalised variables 

z 
(=6 r 

y 

Fig. 6.7. Continuous heavy gas releases from a ground level source into a shear flow disturbed 
by an obstacle. Definition sketch 
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(6.6) 

The subscript cc identifies a (Q)haracteristic variable in the case of a 
(~)ontinuous release. 

Note that our definition of similarity parameters differs from that proposed by 
Britter et al. (1988). The main difference lies in the fact that Britter employed the 
ambient wind speed to form the characteristic scales. Since the zero ambient wind 
case is excluded from the analysis thereby, we did not follow this approach. 

6.4 Matching of Similarity Requirements 

In a small-scale model it is neither possible nor necessary to match all the similar
ity numbers listed in Eqs. 6.4 and 6.6 to prototype values. The tfTe -terms disap
pear when we restrict our analysis to ensemble mean values of excess concentra
tion maxima (instantaneous release) or to suitably defined time mean values 
(steady continuous release). In general, the Reynolds numbers (terms 6 and 7 on 
the right hand side of the equations) are significantly smaller in a physical model 
than in the field. This has, however, only marginal implications as long as the 
Reynolds numbers are kept above a certain critical value. For the cloud Reynolds 
number, LePei / ({t(/Po), this value is about 400, according to Janssen (1981). For 
continuous spills, the critical value of the Reynolds number depends on the spe
cific release conditions. For low-momentum ground-releases which are considered 
here, LeeUee /( flo! Po) is, according to experience, a peripheral variable. 

Since obstacles are represented directly in a scale model and do not need to be 
included into the roughness parameterisation, ZR is usually small. With ZR fLe «1 
in both the model and the prototype, the roughness criterion is at least approxi
mately fulfilled, as long as the profile exponent n (see Fig. 6.2) is matched. Simi
lar arguments hold for the boundary layer thickness fiLeh which is much larger 
than unity in both cases (Index c alone indicates characteristic values for both 
instantaneous and continuous releases). 

With the exception of extreme values that we do not consider here, the aspect 
ratio ro / Le should affect the cloud development only in the vicinity of the source. 
Further downstream details of the initial cloud shape are expected to become pro
gressively less relevant. For the determination of lower flammability distances 
(LFD), defined as the distance from the source within which ignitable gas con
centrations occur, it seems to be sufficient to characterise the cloud by its initial 
volume (or volume flux, respectively) alone. 

With the provisions concerning the Reynolds number in mind, approximate 
similarity is to be expected by using an undistorted wind tunnel model and 
matching the density excess ratio and the velocity ratio. To prove this hypothesis, 
model/full-scale comparisons have been carried out (see Sect. 6.8). 
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6.5 Experiments 

The dispersion experiments in the wind tunnel were carried out with sulphur hex
afluoride (SF6)/air mixtures. Instantaneous spills have been performed utilising a 
cylindrical container with a volume of 450 cm3• At the time of release, the side 
wall of the container was abruptly retracted into the wind tunnel floor. Continuous 
releases were realised through an orifice mounted flash into the tunnel floor. Vol
ume fluxes of 100 I h·1 to 500 I h- I have been emitted. The vertical momentum of 
the discharge was small. 

In a first series of experiments, instantaneous and continuous releases in unob
structed, flat terrain were carried out. The importance of the individual similarity 
parameters were investigated, and the results were compared with those known 
from field experiments. Subsequently, the experiments were repeated with 25 
different obstacle arrays. 

Concentration fluctuation measurements were carried out by using specially de
signed aspirated hot wire probes (Konig et al. 1987). To keep disturbances of the 
flow to a minimum, only the tops of the probe inlet tubes reached into the test 
section. The bodies of the probes were mounted below the wind tunnel floor. 

The time resolution of the probes was about 20 Hz. SF 6-concentrations down to 
about 0.1 % were detectable. Concentration versus time traces were measured 
simultaneously at eight ground-level locations. A transient recorder with a corre
sponding number of channels was available for digiti sing and processing the probe 
signals. 

6.6 Variation of Similarity Parameters 

Accidents involving heavy gases have already occurred many times in the past. 
Summarising accounts of such accidents as they were published by, e.g., the Ger
man Environmental Protection Agency, Umweltbundesamt (UBA 1983) or the 
Association for Technical Monitoring, TOV Norddeutschland e.V. (TUV 1982), 
indicate a large diversity among the cases reported on. They differ with respect to 
the following aspects: 

• type of gas release (instantaneous or continuous), 
• amount of the released gas, 
• physical properties of the gas, 
• atmospheric conditions, 
• characteristics of the canopy around the source. 

To c~ver the heavy gas dispersion problem in its full complexity leads to a 
huge experimental programme, which is hardly tractable anymore. To reduce the 
number of experiments to a minimum, some of the similarity parameters in Eqs. 
6.3 and 6.5 were varied in a systematic way in order to quantify their importance 
for the dispersion process. 
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The similarity requirement to keep both the excess density ratio I'lp 0/ I'lp a and 
the densimetric Froude number (identical with the velocity ratio uaR /Uc ) the same 
in model and prototype, has the consequence of inconveniently and sometimes 
even impractically low wind velocities in the tunnel. To match both parameters in 
a physical model corresponds to the application of a mathematical model utilising 
the full, non-Boussinesq-approximated equations. On the other hand, relaxing the 
excess density ratio requirement and using the Froude number as the sole scaling 
parameter for buoyancy effects would correspond to a Boussinesq-approximated 
mathematical model. Since the introduction of the Boussinesq-approximation is a 
common tool in mathematical modeling, it was appealing to check its conse
quences also in a physical model by distorting the density ratio. 

Controversy still surrounds the use of distorted density scaling. Whereas con
centration versus time traces measured by van Heugten and Duijm (1984) show 
lower peak concentrations but extended time durations of cloud passage, pertinent 
experiments carried out by Hall et al. (1982) and Havens (1984) indicate only 
differences within normal experimental scatter. On t!J.e other hand, in simulating 
the China Lake field trials in a density distorted model, Neff and Meroney (1982) 
found the heavy gas clouds moving generally too slowly in the wind tunnel. 

Our own results show exactly the same trend as reported by Neff and Meroney 
(see Fig. 6.8 for instantaneous releases). When we repeat a certain experiment by 
varying the density excess ratio but keeping the densimetric Froude number the 
same, we notice clearly a cloud speed reduction in proportion to the density dis
tortion. Local peak concentrations, however, seem to be only marginally effected. 
Since a shift in cloud arrival and departure times does not change the lower flam-
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mability distances, and thus the area within which the gas/air mixture is hazard
ous, the subsequent experiments with instantaneous spills can be carried out with 
the Froude number as the essential scaling parameter, the density ratio remaining 
as a free parameter. 

Results from experiments with continuous spills exhibit a similar feature. 
Changing the density excess ratio t1po/ Pa by a factor up to ten has only marginal 
implications on ground level concentration decay (Fig. 6.9). Especially in the 
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range of lower flammability concentrations, the differences are well within normal 
experimental scatter. In conclusion, Froude number modeling is appropriate also 
in the case of continuous releases. The requirement of identical density excess 
ratios can be relaxed. 

Risk prevention strategies are usually based on worst-case assessments. To dis
cover unfavourable conditions, the wind velocity ratio liaR / UCi was systemati
cally varied and the concentration field at ground level monitored. Figure 6.10 
shows the functional dependence of local maximum ground level concentrations 
(ensemble means), CM' normalised with the maximum of all concentration maxima 
at this particular location, CuM' for varying distances from the source, x / Lei' and 
varying velocity ratios, liaR IU ci . The results were obtained from instantaneous 
releases into a boundary layer unobstlUcted by obstacles. 

As is to be expected, the concentrations are comparatively small for low wind, 
since the cloud spreads horizontally into all directions. The concentration ratio is 
small again for large velocities, due to the intense dilution of the cloud by ambient 
turbulence. Between these two extreme situations a maximum must appear. It 
occurs at about uaR~LGi )/U ei = I, which means thaCtlre lower flammability dis
tances are largest when the front velocity of the heavy gas cloud (proportional to 
UCi under stagnant ambient conditions) of about the same magnitude as the ad
vection velocity liaR (taken at reference height Lei)' 

Comparable results were obtained for continuous releases. Also here, the larg
est lower flammability distances were obtained for velocity ratios of about 1. 
Since unfavorable ambient conditions are of predominant interest in risk assess
ment studies, we were able to concentrate the experimental program on the worst
case wind velocity. This had the additional benefit of diminishing the Reynolds 
number problem, since uaR~Le) = Uc is usually a high wind velocity. 

6.7 Parameterisation of Thermodynamic Processes 

Most flammable heavy gases are stored and transported in liquified form. De
pending on the properties of the gas, liquefaction is realised either through high 
pressure (e.g. propane) or low temperature (e.g. methane). In case of an accidental 
release, a cloud forms which consists of evaporated gas and ambient air. If the gas 
was pressurised, droplets of liquid gas may also be contained in the mixture (vapor 
flash). The density of the mixture is not exactly known. Fortunately, however, the 
density excess ratio itself is only of s,econdary importance. It enters the problem 
indirectly through the similarity parameters, but here only at powers to 1/2 or less. 
Therefore, in most cases, it should not lead to large errors when the initial density 
of the initial cloud is taken to be simply the density of the gas at boiling point 
temperature. 

Another uncertainty exists concerning the volume or volume flux of the cloud. 
Although the released mass flow of the gas can be regarded as being known, the 
dispersing cloud warms up, thereby expanding to a larger volume than it had ini
tially. In the wind tunnel experiments, we were able to model only isothermal 
clouds. For compensation, we increased the initial volume Vo (or volume flux Vo) 
to the value it takes on when warmed up to ambient temperature. 
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To determine the sensitivity of lower flammability distances (LFD) on these 
source parameters, some tests with varying mass fluxes of pressurised propane 
released continuously in unobstructed, flat terrain were carried out. In the first 
case, the density was set to Po = 1.87 kg I m3, thereby assuming that the heavy gas 
warms up to ambient temperature immediately after the spill, with a corresponding 
increase in Va. In the second scenario the density of propane at boiling point tem
perature Po = 2.36 kg I m3 was used and the increase in volume neglected. 

Figure 6.11 shows for the two cases the lower flammability distance (based on 
mean values of the lower flammability limit for propane, i.e. 2.1 % by volume) as 
a function of the spill rate for unfavorable wind conditions (U aR (LeJ = UeJ. 
Although extreme situations were assumed, the LFDs differ by only about 20 %, 
which is not much in the context of a safety analysis. 

At first glance, it is surprising that the lower flammability distance decreases 
when the gas density increases. The reason for this is that the lateral spread is 
more intense for the heavier cloud with the consequence of a reduced LFD-value. 
Since, on the other hand, the neutrally-dense cloud does not give the largest flam
mability distance, there must be a worst-case density ratio. According to our expe
rience, it is in the range between 0 s I1p a / PaS 0.5; i.e. most heavy gases of prac
tical interest have density ratios above that range. 

Another unknown quantity in the formulation of the source term is the amount 
of air mixed into the cloud during cloud formation. For risk analysis applications it 
seems to be appropriate to neglect mixing processes at the source. The release of a 
(then smaller) volume of pure gas, in comparison with the mixture containing an 
identical mass of heavy gas, should always lead to the larger flammability dis
tance, and therefore to a conservative estimate. We were also able to prove this 
assumption experimentally. 
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6.8 Small-Scale/Full-Scale Comparisons 

Wind tunnel validation experiments have been carried out using field data from 
continuous release tests with methane (Burro and Maplin Sands experiments) and 
propane (TOV Hamburg and Maplin Sands experiments). The field data cover 
different source conditions from nearly momentum-free spills of deep-cooled 
liquified propane and methane over flash releases to jet-like discharges of pres
surised propane. The spill rates varied over a wide range. The experiments were 
carried out both over land and over water at varying ambient wind and stratifica
tion conditions. For details see Koopmann et al. (1982), Puttock et al. (1982, 
1985) and Heinrich et aI. (1986). 

In Fig. 6.12 and 6.13 the lower flammability distances in the field trials are pre
sented as a function of spill rate (symbols). They are compared with those from 
the wind tunnel tests (curves) which have been carried out with pure SF(, and at an 
ambient wind speed of uaR l Lee) = U ce' As in the field, the test area was flat and 
unobstructed. For comparison, the initial density in the large scale experiments 
was assumeg to be the gas density at boiling point temperature; the initial volume 
flux Vo was increased to the value it takes on at ambient temperature; and finally, 
entrainment of ambient air into the cloud during cloud formation was neglected. 

Figure 6.12 shows the comparison for LNG. Due to concentration fluctuations 
within the cloud, lower flammability distances based on ground-level mean con
centration values (dashed line) and maximum concentration values (continuous 
line) were determined. According to our theory, the maximum curve (defined as 
mean + 2RMS) should envelop all field data, which were similarly based on con
cen centrations maxima but not necessarily taken under unfavorable ambient wind 
conditions. 
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Fig. 6.14. Small-scale/full-scale comparison of Thomey Island experiment No. 20. The potential 
concentration versus time traces in the absence of the fence are also included in the figure 

Fair agreement is likewise obtained in the comparison for propane spills 
(Fig. 6.13). Small-scale/full-scale comparisons with instantaneously released hea
vy gases have been carried out using field data obtained in the HSE heavy gas 
dispersion field trials at Thomey Island, U.K., during 1982/83 (McQuaid 1984). 
Using a fold-away tent, 2000 m3 of denser-than-air gas was instantaneously relea-
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sed in each experiment. The experimental set-up was corresponding to that 
sketched in Fig 6.6. The field trials were mainly carried out in unobstructed ter
rain, with the exception of a few cases in which the mitigating effect of a 5 m 
high, semi-circular fence was tested. All experiments were repeated in the wind 
tunnel using a model in the scale 1: 165 and matching all relevant similarity pa
rameters. The agreement was again satisfactory. Figure 6.14 shows this at the 
example of trial No. 20, which was done in the presence of a fence. The data were 
taken at a position behind the fence. The figure contains several concentration 
versus time traces. Due to the turbulence within and outside of the cloud, there is a 
high degree of naturally occuring repeat variability in the measurements. Although 
only 'one-shot'-data were available from the full-scale trials, model experiments 
were repeated five times to get some idea of the degree of variability. 

Also included in Fig 6.14 are the results from wind tunnel experiments carried 
out under identical conditions but without the fence. As the comparison shows, the 
protection provided by the fence is remarkable and leads here to a decrease in the 
concentration maximum by nearly an order of magnitude .. 

6.9 Investigation of Obstacle Effects 

To meet the demand of authorities and industry for an easily applicable method 
for the determination of flammability distances in urban or industrial landscapes, 
systematic wind tunnel experiments with a variety of obstacle configurations have 
been carried out. These obstacle configurations include street canyons with differ
ent orientation towards the wind, street crossings, down slopes, ditches, mitigating 
walls, and cube arrays. Some of these obstacles lead to a significant increase, 
others to a significant reduction of the extent of area within which hazardous gas 
concentrations can occur. The obstacle configurations have been chosen such that 
both extremes were covered in the experiments in order to obtain quantitative 
information to which degree obstacle effects can modify the dispersion of a heavy 
gas cloud. 

Subsequently, as an example of an unfavorable obstacle configuration, the re
sults from a street canyon oriented parallel to the wind direction are presented. 
The canyon was infinitely long; its width was 2Lci (l4Lcc) and the height of the 
bordering buildings was 1Lci (7 LeC>. Flow visualisation indicated that the height of 
the buildings was already sufficient to trap the heavy gas cloud completely. In
stantaneous as well as continuous releases were realised. The wind velocity uaR 

measured at height Le was chosen to be the characteristic wind speed Uc. Ground
level concentration versus time traces have been recorded at eight locations down
stream from the source. Mean and maximum (mean +2 RMS) values of the local 
concentrations I:!..c/I:!..co were determined by time averaging the concentration versus 
time traces (steady continuous releases) or ensemble averaging the excess con
centration maxima obtained in 10 repeats of the same experiment (instantaneous 
releases), respectively. 

The results obtained have been transformed into graphs, as presented in Fig. 
6.15. They allow the direct determination of worst-case lower flammability dis-
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tances as a function of the lower flammability concentration for all major flamma
ble gases. 

Assuming e.g., the instantaneous release of 2000 kg pressurised propane, the 
density of the gas at boiling point temperature (-42.1 0c) is Po = 2.38 kg m-3 and 
supposing the propane evaporates completely, the initial volume of the cloud is 
Vo = 1050 m3 (taking into account the expansion of the cloud due to temperature 
increase to ambient temperature during dispersion; see Sect. 6.7). According to 
Eq. 6.2, the characteristic length of the problem is Lei = 10.16 m. Assuming the 
release of pure propane and considering that the lower flammability concentration 
(LFC) is 2.1 %, Figure 6.15 provides the lower flammability distances based on 
mean and maximum ground-level concentrations, LFDmean = 37 Lei = 376 m and 
LFDmax = 41 Lei = 417 m, respectively. 

If the same spill were to occur in flat, unobstructed terrain, according to our 
measurements, the corresponding LFD values would be 234 m and 305 m. In the 
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released heavy gas for varying lower flammability concentrations LFC 
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case of a semicircular wall of 0.4 Lei height located 4 Lei downwind from the 
source, the pair of lower flammability values would decrease to 42 and 66 m, 
respectively. 

The street canyon described above represents one of the most unfavourable ob
stacle configurations, whereas the semi-circular wall, on the other hand, proved to 
be one of the most effective mitigating structures in our experiments. The range 
within which lower flammability distances change due to obstacle effects is there
fore known. Obstacle arrays of practical interest are likely to be between these two 
extremes. A first estimate of LFD-values can therefore also be obtained for those 
obstacle configurations which have not yet been covered in our investigation. 

6.10 Conclusions 

So far, 25 obstacle configurations have been realised in our wind tunnel experi
ments (see Konig 1987 and Marotzke and Schatzmanrl 1993). From the results, 
graphs according to Fig. 6.15 were deduced. As demonstrated, these graphs can 
easily be used to determine the lower flammability distances for all major flam
mable gases heavier than air. Due to the dimensionless presentation of the results, 
the graphs are applicable to any spill rate. 

To extend the range of applicability of the results to toxic heavy gases, addi
tional measurements have been carried out to determine the size of the cloud at the 
end of the gravity spreading phase (which was assumed to coincide with the 1 % 
concentration level). The data obtained can be used as input data for a numerical 
model, which calculates concentrations and dosage values for locations in the far
field of the cloud. Since in the far field of the cloud the density excess is negligi
ble and the vertical extent of the cloud often exceeds the obstacle height, simple 
models may be applied which consider the obstacles only within the roughness 
parameterisation (Konig-Langlo and Schatzmann 1988). 

Meanwhile, the German Engineering Society (VDI) adopted our concept and 
the results. They have been included into a VDI-guideline (VDI 1990) determined 
to standardise dispersion calculations within risk assessment studies in the Federal 
German Republic. 

Acknowledgements 

The author is grateful for financial support from the German Ministry of Re
search and Technology (BMFT), the German Environmental Protection Agency 
(UBA) and the Commission of the European Communities (DG Xll). 



Chapter 7 
Conceptual Models for Ecology-Related 
Decisions 

by Karl-Heinz van Bernem 

Abstract 

The high variability of complex biological interactions causes large statistical and 
systematical errors, which make it impossible to realistically reflect nature using 
complex simulation models. An adequate correspondence with reality, however, is 
a prerequisite when considering the tolerance of ecosystems to man-made distur
bances and countermeasures. 

Simplified conceptual models can be a very helpful tool when considering 
ecological topics in decision making (management) processes. Three examples are 
introduced which are assigned to the decision-fields "Environmental Sensitivity 
Indices (ESI)", "Environmental Risk Assessment (ERA)" and "Environmental 
Impact Assessment (ElA)". The selected examples are based on realistic scenarios 
concerning a particular environment at the German North Sea Coast, the "Wadden 
Sea". They imply models to define the sensitivity of corresponding coastal areas 
to oil-pollution, a conception to decide about the application of chemical disper
sants as part of oil spill response measures, as well as a programme to monitor the 
effects of a pipeline landfall to sub- and intertidal communities. 

7.1 Introduction 

Ecology related decisions are not only in demand when estimating long term envi
ronmental effects, but considerably more frequent when estimating damages or 
changes following short term "man made" interferences. 

Decisions of this kind presuppose the prediction of systemic reactions. They 
usually aim at a mitigation of intensity, duration and spatial extension of expected 
effects. As result ecology-related criteria are often achieved by including criteria 
concerning natural resource protection. The priorities chosen in each individual 
case are decided by a subjective evaluation in the frame of ecosystem
management (Starfie1d and Bleloch 1986). 

Conceptions of models inevitably remain inductive in theoretical ecology be
cause universal principles and laws an lacking to a large extent. Thus simulations 
of complex interactions in nature are bordered definitely by narrow limits. The 
term "ecosystem," often used but not exactly defined, contains various "subsys
tems" which show determined functional and structural connections. Certain con-
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nections, for example "predator/prey relations", "intra- and interspecific concur
rence," and "optimal reproduction" (to mention just a few) may be described 
more or less "well" (realistic for distinct systems) by empirical or dynamical mod
els. It is difficult and usually impossible, however, to simulate complex systems. 
In order to decrease systematic mistakes, the number of compartments taken into 
consideration has to be increased, but this, in tum, increases the statistical error. 
(Fig. 7.1) The latter is because of the high variability caused by biological events, 
often so large that clear statements are impeded. 

A subjective selection of models in connection with the evaluation of decision 
criteria mentioned above and the state of the data (usually insufficient) aggravates 
or prohibits the application of complex "simulation-models" in short-term deci
sion-making processes. 

On the other hand, fundamental processes and functions of soundly investigated 
"ecosystems" are quite well known and independent of biological fluctuations. 
Similar conditions are considered for key factors of certain functions and key spe
cies, which share the progress of processes. If we confine ourselves to such pa
rameters, and in further limitation, to a selection of those important to the ques
tioning, very simple models result. Simplistic conceptual models of this kind al
low the consistence of hypotheses and assumptions to be tested. They should al
ways be aimed at a concrete question, in which their structure is defined by the 
objective. Quality and availability of data play a minor role. As far as quantifica
tions are necessary, they can mostly be replaced by estimated or assigned values 
stemming from expert-knowledge (Starfield and Bleloch 1983). 

The empirical possibility of validifying the "state of reality" of such models 
makes them particularly suitable for short term and general decision-processes. 

error 

COIllI,lcxlly 

Fig. 7.1. Dependence of the systematic and statistic error on the complexity of the model. Total 
error expected = hatched line (modified following O'Neill, 1973 in Wissel 1989) 
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In the following, three examples of marine coastal management problems are 
introduced, which are assigned to the decision-fields "Environmental Sensitivity 
Indices (ESI)," "Ecological Risk Assessment (ERA)" and "Ecological Impact 
Assessment (EIA)." 

"ESI" represent fundamental principles for the classification of coastal areas 
with respect to their different vulnerability to oil pollution; an "ERA" serves the 
management of unplanned incidents (ship accidents etc.) while an "EIA" is re
served for planned interventions such as harbour-constructions, river-dredging and 
the laying of pipelines. All cited examples refrain from using mathematical for
mulations, but for all of them the following prerequisites are essential: the con
ceptions have to be as simple as possible but nevertheless should be based on the 
best data and knowledge available, and they need validation by reality (otherwise 
a decision, made on the basis of these concepts, might be the last made by the 
operator on duty). 

All selected examples stem from realistic scenarios concerning a particular en
vironment at the North Sea Coast, the "Wadden Sea." Bec.ause each kind of eco
logical modeling is closely tied to the underlying systems involved, some charac
teristic properties of this coastal zone are sketched in brief. 

7.2 The Wadden Sea - a Sensitive Environment 

A contiguous region of tidal flats, barrier islands, alluvial terrestrial zones, and salt 
marshes, about 450 km long and up to 20 km wide, extends along the North Sea 
coast of Germany, the Netherlands and Denmark. This "Wadden Sea" is of enor
mous value as a cleansing site for the coastal water, a nursery for young fish, and a 
feeding and nesting ground for nearly all palaearctic species of wading birds and 
waterfowl. Predation is one of the most important processes. It keeps densities of 
the large burrowing infauna (organisms living below the sediment surface) below 
carrying capacity, thus positively influencing the amelioration of the sediment. 
The interactions between the constituent species on the tidal flats are not chaotic 
but they undoubtedly lack perfection. As a consequence, it is inherently impossi
ble to arrive at clear-cut conclusions about their pattern. What can be said is sim
ply that certain sequences of events are more likely to occur than others, but it is 
never possible to reject some other sequence once and for all. 

The proximity of important shipping routes and ports is a permanent threat, es
pecially to the German part of the region, which became a national park in 
1985/86. Large quantities of petroleum, for example, which can be spread over 
wide areas by tides and winds, present not only the danger of temporary damage 
but also permanent harm, since oil, bound to the sediment, is released very slowly 
and can therefore repeatedly contaminate those parts of the tidal flats that have 
become free of the oil. 

Aside from these accidents, planned measures like dredging, disposal and large 
scale construction mean a lasting stress to this environment. 
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7.3 The Environmental Sensitivity Index (ESI) for Wadden 
Sea Areas 

Dicks and Wright (1989) summarised some fundamental aspects concerning 
"coastal sensitivity mapping." They emphasised the importance of environmental 
sensitivity as a valuable and useful concept in the control and management of 
industrial and urban development and in contingency planning. Foreknowledge of 
both sensitivity and vulnerability of habitats is essential to environmental planning 
and protection and in counteracting and minimising the impact of unplanned ac
tivities. 

Plans for vulnerability or sensitivity indices were fIrst developed among others 
by Gundlach and Hayes (1978). The following are underlying questions: 

• Is it possible to defIne areas of different vulnerability to oil? 
• Which factors determine this vulnerability? 

They established a concept that was mainly based on spatial geomorphological 
parameters and designed for regions that are fundamentally different from the 
Wadden Sea Coast. In Fig. 7.2 the main parts of this concept are depicted. The 
degree of sensitivity of coastal areas is marked by distinct interactions, which take 
place if they are polluted by oil slicks: a high degree of wave energy will soon 
reduce the oil coverage of rocky shores and sandy beaches; the correspondingly 
high content of oxygen will guarantee a fast degradation of the oil. Low hydro
logical energy in sheltered coastal areas will cause longer-lasting coverage and 
penetration of sediments, in some cases leading to stable oil-layers in different 
sediment depths. Both coverage and penetration will hinder the oxygen exchange 
and so enlarge the persistence of pollution. The only biological factor in these 
assumptions, aside from microbial degradation processes, is the mortality of sen
sitive organisms. This factor is marked as damage without further differentiation 
(Fig. 7.2). 

As a result of these conceptual assumptions, the questions mentioned above can 
be answered leading to the following kinds of habitats listed in increasing order of 
vulnerability . 

1. Exposed rocky headlands 
2. Erosive wave-cut platforms 
3. Fine-grained sandy beaches 
4. Coarse-grained sand beaches 
5. Exposed tidal flats 
6. Mixed sand and gravel beaches 
7. Gravel beaches 
8. Sheltered rocky coasts 
9. Sheltered tidal flats 
10. Salt marshes and mangrove swamp 

Although this concept could be validated by comparing the results to real ef
fects of several oil accidents, its applicability is limited. Areas which are geomor-
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Coastal forms with different degrees of exposu-
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Fig. 7.2. Concept of spatial oil-sensitivity of coastal forms 

phologically more or less homogenous (for example the Wadden Sea) contain 
only a few of the habitats depicted (No.5, 9, 10), and a temporal differentiation is 
absent. 

This situation made it essential to greatly modify the concept for the German 
North Sea coast, because a total protection of the wide spread habitats classified 
by this model was estimated as being impossible. The areas and seasons of this 
region for which special protection is required should be identified by including a 
greater number of ecological parameters. In order to do this, the results of many 
years of field and laboratory experiments could be used (a.o. Giere 1979; van 
Bemem 1982; Dorjes 1984; Farke et al. 1985). They show that the short and long
term consequences of oil pollution in Wadden Sea areas clearly depend on a much 
wider range of habitats affected, and are determined by both abiotic and biotic 
parameters as interrelationships among toxicity, turbation, and persistence. 

Thus we can determine the following enlarged questions: 
Is it possible to further differentiate areas in space and time which are morpho

logically similar by integrating ecological criteria? 
Which fundamental ecological factors (and factors of natural resource protec

tion) determine vulnerability to oil? 
The development of an evaluation system of species and habitats with respect 

to their sensitivity to oil pollution should make it possible to obtain basic features 
to determine their vulnerability to oil in individual cases on the one hand, and to 
summarise them, with the necessary degree of simplification, for use in contin
gency planning, on the other. It should also make information available to the 
national park authorities and serve scientific purposes, i.e., in ecosystems research. 

7.3.1 The Evaluation 

All groups in the evaluation; sediment, benthos (organisms living on or in the sea 
bottom), fishes, shrimp populations, birds, and salt marshes were assigned indices, 
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calculated from individual values. These are smoothed by the formation of 4 
classes with increasing vulnerability. For the wintertime only the vulnerability 
class "benthos-sediment" is considered. As soon as juvenile fishes begin to arrive 
and the nesting and resting seasons for several bird species begin, the appropriate 
class values are added, starting at the beginning of April. Thus, by the end of No
vember, a sensitivity scale from 1 to 12 can be assigned. To delimit the habitats, 
the individual values were assigned to areas with borders set by a protocol, stan
dardised for use by EDP and GIS (Geographical Information Systems). 

7.3.2 Evaluation of Individual Categories 

Sediments (Fig. 7.3). Sediment classes were defined according to the relative 
amount of particles less than 0,06 mm and the water content. In addition, light and 
dark sandflats were distinguished according to sediment inspection at the various 
stations and evaluation of aerial images. Thus, class t referred to light sand flats, 
class 2 to dark sand flats, class 3 to tidal flats of sand arid silt, and class 4 to mud 
flats. 
Benthos (Fig. 7.3). When evaluating the vulnerability of the species and commu
nities to petroleum, giving consideration to their significance in the ecosystem, the 
following categories were established: (1) physiological sensitivity, (2) ecological 
sensitivity, (3) importance as food, (4) metabolic importance, (5) capability of 
dispersal, and (6) duration of reproductive period. Within these categories, every 
species was assigned a weighted value ranging from 1 to 3, where 1 signified 
weak or minor, and 3 strong or high. An example is provided in the following 
evaluation of greater benthos organisms (macrofauna): 

Physiological sensitivity was judged according to the experience gained by re
search in the field and laboratory. This scale includes the following levels: 

1. Species with little change in abundance after exposure to petroleum. 
2. Significant decline in abundance. 
3. Very significant decline in abundance. 

Ecological sensitivity can be determined by observing settlement patterns and 
food consumption: 

1. Endobenthic sand dwellers, substrate feeders, or predators. 
2. Sand flat dwellers that feed on the' surface, nonfiltering inhabitants of mixed 

sand and mud flats, and residents of mud or sandy mud flats that can tolerate 
oxygen deficits. 

3. Predators with tentacles, filter feeders, and species that live on the surface of 
mud flats. 

According to Beukema (1981), the average weight of the biomass in the Dutch 
Wadden Sea amounts to 26,6 g ash-free dry weight per m2• Almost 99 percent of 
this, 26,2 g, was accounted for by only 14 species. Relying on the average weights 
of the dominant species in the biomass, the importance as food of the macrofauna 
species was estimated according to the following scale: 
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1. Species with less than 0,1 g ash-free dry weight/m2 that are rarely preyed upon. 
2. Species with less than 0,1 g ash-free dry weight/m2 that are frequently preyed 

upon by fish or birds. 
3. Species with greater than 0,1 g ash-free dry weight/m2 • 

Several species increase the oxygen supply in the sediment through their 
movements, while certain sediment and epistrate feeders have a controlling or 
destructive effect on populations. The following levels were used for the criterion 
metabolisation of organic substances: 

1. Inhabitants of detritus-poor sand sediments or suspension feeding sessile spe
cies. 

Categories Species (examples) 
macrofauna meiofatina microalgae 
Arenicola Harpacticus Achnanthes 
marina flexus spec. 

physiological sensitivity 2 3 1 
ecological sensitivity 1 3 1 
importance as food 3 3 1 
metabolisation capacity 3 1 2 
dispersal capacity 2 1 3 
duration of reproductive period 3 3 1 
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Fig. 7.3. Relationships among the values influencing the "benthos-sediment" complex 
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2. Species active in bioturbation with feeding habits that scarcely contribute to the 
breakdown of organic substances. 

3. Substrate and epistrate feeders greatly active in bioturbation. 

In the recolonisation of tidal flats, very mobile species and those with plank
tonic larval stages have an advantage. The following scale is used for evaluating 
the dispersal capability of species: 

1. Actively swimming species with a life history that includes a planktonic larval 
stage. 

2. Actively swimming species that develop in the benthos. 
3. Species with a limited locomotory capability without planktonic larval stages. 

Duration of the reproductive period is an additional criterion to consider. Spe
cies that produce larval stages for long periods of time have an advantage in being 
able to rapidly resettle unpopulated areas, as reflected in. the following scale: 

1. Reproduction throughout almost the entire year. 
2. ReprodUction during four to six months of the year. 
3. Reproduction during one to three months of the year. 

The arithmetic value for individual species and locations is calculated by re
garding the estimated abundance of species which form communities at corre
sponding locations, according to van Bemem et al. (1989). 

Breeding bird populations. Of the approximately 27 bird species present, 13 
proved especially vulnerable. A "minimum breeding pair" number is assigned 
only to these species. The distinction between "suspicion of breeding" and "proof 
of breeding" provided other qualitative differences. All three qualities were as
signed weighted values according to a model similar to those used for the groups 
"benthos" and "ichthyofauna" (=fishes): 

1. Suspicion of breeding. 
2. Proof of breeding. 
3. Reaching or exceeding the minimum number of breeding pairs. 

Non-breeding bird populations. The abundance of all 36 species that usually 
might occur can reach or exceed a predetermined minimum. Because the qualita
tive criterion "suspected" is discarded in this category, only two values remain: 

1. Proof of presence. 
2. Reaching or exceeding the minimum abundance. 

'file moulting population was assigned a class value directly, without arithme
tic calculations. 

For the collective evaluation, the individual class values for each month were 
added, and the sums were assigned new class values ranging from I to 4. 
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Saltmarshes. Based on research on the sensitivity of halophytes to petroleum 
(see Hershner et al. 1977; Baker 1983), evaluation criteria for the individual species 
were developed also comparably to those for the category "benthos". 

Area of contact: Weighted values were 1 = small, 2 = medium, and 3 = large. 
Position of the regeneration organs: 1 = underground (geophytes), 2 = more 

than 50 cm above the sediment, 3 = 10 to 50 cm above the sediment, 4 = 1 to 10 
cm above the sediment, 5 = plants forming rosettes, and 6 = small (therophytes). 
Position of regenerative organs and location of new shoots after oil contamination 
were considered. 

Physiological reaction: 1 = little, 2 = medium, 3 = strong, and 4 = very strong. 
Regeneration: 1 = very rapid, 2 = rapid, 3 = medium, 4 = slow, and 5 = no re

generation. 
Degree of endangerment: 1 = low, 2 = medium, and 3 = high. This is an 

evaluation of the exposure to harm in case of an accident. The main zone of en
dangerment is assumed to extend as far as the mid-tide level or a little beyond. 

The points in the individual evaluation criteria are added and the sum is divided 
by the number of criteria (5): The quotient is assigned to one of eight classes cor
responding toparticular indicator values. For areas subject to grazing by cattle, 
this species sensitivity index is increased by two points, because contamination is 
intensified in the absence of protective leaf cover. Thus, a scale from 1 to 10 is 
produced. To give proper emphasis to the popUlation density distribution of each 
species, a community vulnerabilty index was employed which is calculated ac
cording to the food value method of Klapp (1971): 

distribution of species x vulnerability value 
CVi= 

total settlement density 

The value for oil sensitivity of the specific kind of plant association (CVi) cal
culated by this method is then placed in one of four classes scaled according to 
vulnerability . 

7.3.3 General Evaluation 

By summarising the class values (1-4 each) achieved according to the examples 
demonstrated above, a maximum of 12 points can be obtained (benthos-sediment 
+ fishes + birds + saltmarshes). In order to create a clear depiction, the results are 
demonstrated on different thematic maps (in Fig. 7.4 restricted to the complex 
"benthos-sediment + birds"). 

This vulnerability study was specially prepared for the Wadden Sea with regard 
to its ecological characteristics and established research data. It has been put into 
practice as part of the German Oil Spill Contingency Plan. As an operational 
model it demonstrates the possibility of establishing gradual differences of mor
phologically similar areas of oil pollution if we possess a sound knowledge of the 
oil-sensitivity of species/communities/habitats and their distribution in space and 
time. However we need monitoring at systems-dependent scales to adapt the 
evaluation to environmental changes. 
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Concerning the demands of other countries, we may conclude according to 
Dicks and Wright (1989): "We cannot advocate a uniform approach to map prepa
ration. Like spills, the individual needs of a coastal area and its environment are 
unique, and the response and sensitivity maps benefit from tailoring to local de
mands. Nevertheless, our advice is to keep the maps simple, make sure they are 
designed for the user, and make it clear where expert guidance is needed." 

The environmental sensitivity belongs to the level of precaution measures. On 
its basis, area and time can be defined for protection. But what happens in case of 
an oil accident? As of yet at the German North Sea Coast, only mechanical de
vices are used within the 20 m depth line for plans of response measures because 
of the high toxicity of chemical dispersants. However, later generations of these 
chemicals show a much lower toxicity so, that scenarios have to be examined as to 
whether or not the use of chemical dispersants should be applied. This evaluation 
belongs to: 

4 

4 

\" "'~ 

Fig. 7.4. Distribution of eu- and sublittoral areas with different sensitivity to oil pollution. The 

class-values for "benthos-sediment" and "birds" are indicated as numbers (l - 6; the highest 

values 7 and 8 are not achieved) 
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7.4 Environmental (Ecological) Risk Assessment (ERA) 

Whenever a decision-maker has to decide which kind of action can be applied, a 
risk evaluation occurs. Belluck et al. (1993) defined three classes for ecological 
risk assessment (scientific, regulatory, and planning) that lie along a continuum 
from most to least quantitative. Because costs (and usually time) increase with the 
level of scientific detail that can be obtained, the desire to improve the analysis 
must always be weighed against the cost of the additional information. 

The behaviour of oil in water should be assessed before the questions "Will 
dispersants work effectively with a particular oil in the environment of interest?" 
and "What are the ecological consequences of dispersant use?" can be answered. 

The main processes involved when oil (especially crude oil) is spilled on sea 
water summarised as "weathering" (Daling et al. 1990) are: spreading, evapora
tion, dissolution, formation of emulsions, dispersion in the water column, sedi
mentation and, biodegradation (Fig. 7.5). 
Direction and speed of a driven oil slick depend on current conditions and about 
3.5 % of wind velocity. Consequently, a drift model for coastal waters is a good 
tool for use as part of a conceptual model to predict the areas at risk. A spreading 
slick itself forms a large region of "sheen;" about 1 ).lm thick containing less than 
5 % of the total oil volume. The majority of oil is bound to a much smaller area, 
with a thickness of several millimetres in case of a stable emulsion. Within the 
first few hours or days most crude oils will lose up to 40 % of their volume by 
evaporation. This process, driven by temperature and wind speed, reduces the 
portion of lighter components of the oil, leaving a smaller pollution volume with a 
higher viscosity and minor toxicity. This loss of oil components to the atmosphere 
is supplemented by a much smaller rate of dissolution. The amount of water so
luble hydrocarbons around an oil slick is generally in the ppb range but remains 
toxic and bioavailable for marine organisms. On the other hand, the incorporation 
of water into the oil residue left by evaporation and dissolution leads to a large 
increase of pollutant volume, raising the viscosity once again. Very stable emulsi
ons, formed by some oils, are resistant to chemical treatments or heating. Under 
rough sea conditions, low viscous oils disperse naturally into the water column to 
a large extent, forming droplets in a wide range of sizes. While larger oil droplets 
resurface, only the smaller « 70 ).l) are found in permanent dispersion. Clay and 
particles of similar size (l - 100 ).l diameter) and microscopic organisms interact 
with dispersed oil droplets by adsorption and ingestion. In waters of high turbidity, 
as for example in estuaries, the resulting oil-mineral complexes can reach high 
levels and obey the characteristic environmental processes of sedimentation and 
accumulation in areas of low hydraulic energy, like nearshore tidal flats and wa
tersheds. 

The final weathering-process of spilled oil is biodegradation. All but the most 
refractOry components of a crude oil can be degraded by biological actions in the 
water column as well as in sediments. The rates depend on temperature and the 
availability of oxygen. They range from 1 - 50 mg/m3/day to years in very cold or 
anaerobic environments. 

The advantages of using chemical dispersants are twofold. In the first place 
they reduce the pollutant volume on the water surface. Secondly they increase the 
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Fig. 7.5. Simplified pattern of oil spilled on water 

rate of biodegradation processes by increasing the reactive surface of the oil. Their 
effectiveness depends mainly on the kind of oil, its state of weathering (viscosity 
and degree of water-in-oil emulsions) and on the hydraulic energy in the area of 
concern. Other factors of gradual influence are: salinity, turbidity and temperature. 

There is no conclusive way to estimate their usefulness in a particular environ
ment with different temporal conditions. Appropriate scenarios for individual 
cases have to be evaluated during a comparative analysis of the risks and benefits. 

As a fundamental goal for oil spill response holds: to minimise the ecological 
impacts of a spill (Lindstedt-Siva 1991). The decision as to whether it is better to 
protect sensitive habitats rather than to optimise cleanup, needs a specific method
ology to optimise all possibilities of response into an integrated programme. In 
this concern, a "Net Environmental Benefit Analysis" NEBA (Baker 1995) based 
on an ecological risk assessment approach can serve as part of integrated precau
tion measures. 

The activities involved in the assessment can be summarised in three phases: 
problem formulation, analysis, and risk characterisation (US EPA 1992a). 

Within these phases quantitative as well as qualitative data may be used de
pending on the state of knowledge about the systems involved. The uncertainty of 
data and methods has to be defined as far as possible before the resulting informa
tion can be incorporated into conceptual or mathematical models. Another key 
element as prerequisite to develop conceptual models is the identification of clear 
and consistent endpoints related to the protection of resources. 

Applying these briefly depicted features to the environment at risk mentioned 
above, the Wadden Sea, we can establish the following characteristic aspects to 
define the limits for a selection of possible scenarios, which meet the basic ques
tion: 
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Is it possible to mitigate the damage of oil pollution by using chemical disper
sants as (part of) the response measures (Hypothesis: If there is an increased deg
radation of oil and a decreased occurrence of oil slicks on the water surface, the 
ecological damage will be lower.)? 

The coastal water of this area shows a wide range of salinity, turbidity and 
energy characteristics: With increasing distance from the coast, depending on the 
tide especially in estuarine areas, the salinity changes from less than 5 %0 to more 
than 30 %0. The gradient of turbidity is reverse but it is interrupted by high diffe
rences of about 80 to 1000 ppm. The heterogeneity of wave energy on a small 
scale (some 100 m) caused by changing wind conditions, water depth, and current 
speed in estuaries, tidal channels and creeks also decreases with distance from the 
coastline, while the heterogeneity and number of sensitive tidal and subtidal habi
tats increases. Briefly: the effectiveness of dispersants is greater the further 
offshore they are applied (wave energy and salinity); the danger to fundamental 
system functions is greater if they are used nearshore (high adsorption rate of oil 
droplets to particles leads to increased microbial degradation_and is detrimental to 
oxygen content). 

On the other hand, there are several nearshore phenomena of a high sensitivity 
to oil slicks: e.g. mussel beds, shell mounds, sea grass meadows, salt marshes and 
stocks of resting and moulting birds (van Bernem 1992). For most of these phe
nomena, an evaluation about the "good or bad" effects of chemical dispersant use 
also depends on the individual conditions of an accident; however, a special case 
exists with regard to moulting and resting birds. In particular, moulting bird stocks 
are clearly much more vulnerable to untreated oil slicks in comparison to chemical 
dispersions. During one to two months in the summer these birds are not able to 
fly because of changing their feathers. In distinct areas, these stocks can reach 
much more than 50,000 individuals; just swimming or drifting on the water they 
are helpless in the face of being contaminated by oil slick residues. Their stock 
sizes and population dynamics are very well known and steadily monitored so that 
the degree of uncertainty in estimating damages to the population level is compa
rably low. Although there may be no danger to the survival of their population and 
role in systems functions, nevertheless a rough decrease of their local stock size 
should be avoided for reasons of natural resource protection. Setting these condi
tions as endpoints for a special scenario of oil pollution response, the resulting 
simplified conceptual model would correspond to Fig. 7.6. 

Thus, although there is only a small window left concerning chemical disper
sants as part of response measures, it is possible to establish a decision tree for 
different scenarios of response measures and for different environmental condi
tions; if we set up distinct endpoints. 

7.4.1 Environmental (Ecological) Impact Assessment (EIA) 

Usually an EIA means a synopsis of assumptions, about which environmental 
effects are expected to happen following a planned intervention (coastal construc
tions, dredging measures or deposition of excavated sediments etc.). Correspond
ing to predictions made during an ERA for "unplanned" measures, an EIA can al-
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No use during winter, because at this time the ecological function of the 
Wadden Sea as a "purification plant" is most sensitive. 
No use when the efficiency of chemical dispersants is doubtful or when 
mechanical response measures are sufficient. 
During the summer months, natural resource protection is predominant 
when compared with ecological functions. 

Fig. 7.6. "Good" and "bad" effects of dispersant use in oil spill response 

so be done by an assortment of simplified conceptual models about the interrela
tionship of systems and disturbances. Because the interventions are planned, one 
is, in this case, well able to combine conceptions to predict effects with concep
tions to verify the prognosis. The prerequisite is to fix the status quo ante condi
tions by a base line study and/or to identify reference areas respectively. Accord
ing to the "decision endpoints" mentioned above, it is also necessary to set "meas
urement endpoints" for a resulting assessment, because it is impossible to monitor 
all conceivable environmental effects of an intervention. The features defining 
these measurement endpoints depend on the environmental attributes and func
tions considered suitable in indicating possible effects, as well as on the reliability 
and accuracy of methods to detect significant differences. 

These conditions are described as follows, using the landfall of a gas pipeline at 
thg Wadden Sea coast as an example. 

7.4.2 The Construction Measures 

The pipeline (0 - 1.2 m), called "Europipe," approximately 670 km long, was 
constructed to connect the gas fields of the Norwegian North Sea with the city of 
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Emden in Northwest Germany. It was laid, uncovered, offshore on the seabed as 
far as the 15 m depth-line. From there it proceeded landwards in a ditch, about 
12 km long, which was excavated to a depth of 5 m, (15 m floor-width, about 
100 m surface-width), by seagoing dredging-vessels. Around the reef-bow of the 
tidal channel between the barrier islands Baltrum and Langeoog it was found 
necessary to dig an auxiliary channel for the pipe-laying vessel. An anchor
corridor was prepared for mooring the vessel during the excavation. Landward of 
the exposed part of the tidal channel, in the sheltered "Accumersieler Balje," up to 
a tie-in-chamber the pipeline was layed using smaller equipment. Following a 
"decision endpoint" of national park authorities not to excavate any sediments on 
tidal flats, these areas were crossed by a tunnel (0 - 3.8 m, about 2 km long) at a 
depth of about 10m to the pit-opening behind the dike (Fig. 7.7). 

During the excavation (including maintenance-dredging and substitute- water
way) about 3.6 x 106 m3 of sediment arose, which were temporarily stored in the 

anchor 
corridor 

euli llorai 

dike 

o 

mainland 

o 

LA GEOoa 

euJi lloral 

I : 

I ..: -, 

Domumcr iel 

Fig. 7.7. Course of the laying-ditch through the tidal channel and of the adjacent tunnel-line. The 
areas covered by the ditch including the anchor-corridor are hatched 
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north of Langeoog and to a minor degree in the tidal channel (about 60,000 m3), 

after clay and peat had been divided off. 
Approximately 3.8 x 106 m3 of sediment were needed to refill the ditch, so that 

the total quantity of sediment moved was about 7.5 x 106 m3• 

7.4.3 The Integrated Ecological Monitoring-Investigations 

In accordance with the regional planning assessment as a completion of the re
gional development procedures as well as the decision of the official planning 
approval proceedings, following the mining law, an ecological monitoring was 
undertaken, before, during and after the construction measures. The ecological 
monitoring was part of the environmental protection programme and was estab
lished by STATOIL on the basis of the British Standard BS 7750 "Specification 
for Environmental Management Systems" on the background of the "European
Ecological-Audit-Regulation." The following institutiolls participated in the eco
logical monitoring investigations: 

ALFRIlD-WEGENER-lNSTITUT: fish and decapode crabs. 
DELFT HYDRAULICS: hydrodynamics, bathymetry. 
FORSCHUNGSINSTITUT SENCKENBERG (Division for Marine Science, 
Wilhelmshaven): sedimentology. 
GKSS-FoRSCHUNGSZENTRUM GEESTHACHT: sub- and eulittoral benthic com
munities. 
NATIONALPARKVERWALTUNG NIEDERSACHSISCHES WATTENMEER: avifauna 
NIEDERSACHSISCHES LANDESAMT FOR OKOLOGIE (NUS), Coastal Research 
Centre: sublittoral macroendobenthos. 

7.5 Ecological Monitoring of the Benthos 

The avoidance of sustainable disturbances and the mitigation of damage to the 
biota in affected areas of the "Lower Saxony··Wadden Sea-National Park" was a 
prerequisite for the selection of the area as well as for the definition of technical 
measures used for the pipeline land fall. In order to prove the success or failure of 
this prerequisite, an objective of the benthos monitoring program was to scientifi
cally document spatio-temporal effects of the construction measures. Except for a 
large scale mapping of the eulittoral habitat diversity (van Bernem et al. 1992), no 
basic data existed for the area concerned. Aside from this study, further surveys 
were based on the underlying question: Do dredging measures in the sublittoral 
zone cause measurable changes in the eulittoral zone? 

"If we restrict possible consequences of dredging to the basic processes depicted 
from 1 to 5 in the left box of Fig. 7.8 we can assume that they will cause the 
events (l - 5) depicted in the right box of this figure. 

The next conception concerns the problem of how these events can be assessed 
with sufficient reliability. In other words, we have to see whether there are suitab-
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Selection of objects and methods 
existence of key-species and/or key-habitats 
evaluation of methods (reliability/accuracy) 

1. benthic, not planktonic diatoms 
2. Cockle (Cerastoderma edule) as key species 

I 

3. Sand Mason (Lanice conchilega) as key species 
4. representative habitats (sand, mixed, mud) 
5. key-species with different capability to disperse 

Fig. 7.8. Hypothesised effects of dredging measures and selection of objects and methods for 
monitoring 

Ie key objects (species, processes or habitats) that can be verified with particular 
methods. 

Primary production, for example, can be measured by several methods. If we 
decide to use organismic procedures in order to achieve additional information 
about the community conditions (according to hypotheses 1 and 4) we should use 
benthic rather than planktonic diatoms, because they can more easily be sampled 
representatively. For the same reason, the Cockle (Cerastoderma edule) may be 
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important as a key species when detecting damage to filter feeders. The preference 
of this mussel to ingest particles of a distinct quality and range of density is well 
known. The sessile polychete worm Lanice conchilega constructs filigreen tubes 
projecting from the sediment surface, thus increasing its sensitivity against burial. 
The abundance of this organism can be easily documented by just counting the 
"crowns" of these tubes. Their quality provides additional information as to 
whether the individuals are dead or alive. An assessment of the changed composi
tion of benthic communities can be restricted to assemblages bound to habitats, 
which are representative for the areas in question, for example, tidal flats of speci
fied sediment characteristics. Demersal fish species with differing capabilties of 
dispersal can be used to prove damage to stock sizes and spawning grounds. 

Three examples, according to the pipeline-landfall, may illustrate the results 
gained by this kind of monitoring using "measurement endpoints"; The clear in
crease of species numbers and abundance (the latter depicted in Fig. 7.9) of ben
thic diatoms remained restricted to the year, when the dredging procedures took 
place. 

With regard to demersal fish, the intervention significantly influenced the low 
dispersive species of the Goby (Pomatoschistus microps) , whose spawning and 
feeding grounds were situated within the catchment area of the construction ac
tivities. The more highly dispersed Sand Goby (Pomatoschistus minutus), how
ever, showed no negative effects but filled the niche left by P. microps (Fig. 7.lOa 
and b). Thus, on the condition that the selected key objects allow an interpretation 
of systems characteristics with sufficient precision, it is possible to estimate spatial 
and temporal effects of man-made disturbances and verify underlying conceptual 
models. 
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Fig. 7.9. Abundance (150 subsamples/year) at a location leeward side of the island of Baltrum. 
The values for 1994 are statistically different compared to the other years (H -Test, Kruska1 and 
Wallis, P s 0,05) 
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Fig. 7.10a. Group mean values for the abundance on 8 transects (10 hauls each) per season (For 
further explanations, see text) 
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Fig. 7.10b. Group mean values for the abundance on 8 transects (10 hauls each) per season (For 
further explanations, see text) 

7.6 Conclusions 

The high variability of complex biological interactions causes large statistical and 
systematical errors, which make it impossible to realistically reflect nature using 
complex simulation models. An adequate correspondence with reality, however, is 
a prerequisite, when considering the tolerance of ecosystems to man-made distur
bances and countermeasures. If we restrict the underlying problems to soundly 
investigated systems, well-known key parameters, and short term-effects, simpli-
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fied qualitative conceptual models can be a very helpful tool, when considering 
ecological topics in decision-making processes. It will never be possible to con
sider each detail of possible events, but these "idealising" models help to clarify 
principles and trends, which can be validated by means of empirical fmdings. 

In order to set limits of purview, it is necessary to regulate the models follow
ing clear distinct questions or hypotheses in the sense of "if/then" and set defmed 
endpoints as well, according to the processes or species taken into consideration, 
as according to the effort of validation. With respect to the examples represented, 
we can establish the following hierarchy of model-attributes needed (without 
excluding the attributes mentioned in one of the hierarchical levels): 

The aim of an Environmental Sensitivity Index is to define the fundamental 
vulnerability of characteristic systems components against a disturbance (in our 
case: oil pollution). So we need: 

a) conceptual models with regard to basic functions/processes/key species of the 
systems involved, and 

b) conceptual models of the possible interactions between systems and disturbance 
b-l) with regard to ecological conditions 
b-2) with regard to natural resource protection 

An Ecological Risk Assessment always deals with unplanned disturbances 
caused by distinct accidents and is mostly concurrent with the selection of re
sponse measures. Because there will be damage to the environment in any case, 
we need additionally to a) and b): 

c) the definition of endpoints (to fix the limits oftolerance, uncertainty and effort) 

Ecological Impact Assessments should accompany planned environmental 
disturbances. The degree of damage as well as the effort of validation can be con
trolled and modified. Because base-line studies are in this case possible, addition
ally to points a), b) and c) we require to a certain extent: 

d) conceptual models for monitoring, according to the measures planned. 



Chapter 8 
Models in the Mechanics of Materials 

by Wolfgang Brocks 

Abstract 

A modern concept of materials characterisation has to be Qllsed on three "pillars" 
of modeling, namely testing, -constitutive theories and numerical simulations. The 
contribution aims to describe the intellectual process of abstraction which was 
necessary in order to understand, describe, calculate, and predict the mechanical 
behaviour of materials and structures. The presentation is not meant for specialists 
in either of these subjects but wants to make the basic ideas clear to people gener
ally interested in natural sciences. 

8.1 Introduction 

Modeling has become an important and fashionable issue. Every serious research 
project will claim modeling activities to increase the chances of being awarded 
grants. Modern technology and product development have detected the saving 
effects of modeling: "The development and manufacture of advanced products, 
such as cars, trucks and aircrafts require very heavy investments. Experience has 
shown that a large portion of the total life cycle cost - as much as 70 - 80 percent 
- is already committed in the early stages of the design. It is important to realise 
that the best chance to influence life cycle costs occurs during the early, concep
tual phase of the design process. Improvements in efficiency and quality during 
this phase should enable us to obtain the right solutions and make the right deci
sions from the beginning. This requires good design, analysis and synthesis meth
ods and tools, as well as good simulation techniques, including computational 
prototyping and digital mock-ups" (Fredriksson and Sjostrom 1997). 

"Modeling," however, is an ambigous term and needs further explanation and a 
more precise definition. The common understanding of a model is manifold 
(Collins'1998): 

1. a three-dimensional representation, usually on a smaller scale, of a device or 
structure: an architect's model of the proposed new housing estate. 

2. an example or pattern that people might want to follow: her success makes her 
an excellent role model for other young Black women. 
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3. an outstanding example of its kind: the report is a model of clarity. 
4. a person who poses for a sculptor, painter, or photographer. 
5. a person who wears clothes to display them to prospective buyers; a manne

quin. 
6. a design or style of a particular product: the cheapest model of this car has a 

1300cc engine. 
7. a theoretical description of the way a system or process works: a computer 

model of the British economy. 

For natural and engineering sciences, we shall generally adopt items #1 and #7 
as definitions. In a broad sense, every scientific activity might be looked at as 
"modeling", since dealing with a complex reality always requires reduction and 
idealisation of problems. Thus, modeling may be understood as novel only in the 
sense of "computational simulation of reality," which is the underlying compre
hension in the quotation "simulation techniques including computational proto
typing" given above (Fredriksson and Sjostrom 1997): The intention of the present 
contribution is to show that, at least in engineering sciences, "modeling" has to 
combine and integrate computational and experimental efforts, in order to proceed 
to an understanding of the physical phenomena, which allows for realistic predic
tions of the performance, availability and safety of technical products and systems. 

8.2 Modeling in the Mechanics of Materials 

8.2.1 Testing 

Materials testing has a long tradition and is based on the desire of scientists to 
measure the mechanical properties of materials and the need of design engineers 
to improve the performance and safety of buildings, bridges, and machines. A 
stimulating view into its history can be found in Ruske (1971), where the author 
found all the historic pictures that are reproduced later in this section. Mechanical 
sciences started with Galileo Galilei (1564 - 1642). He did not only promote Co
pernicus' concept of a heliocentric planetory system, but studied the laws of fal
ling bodies and strength of materials both theoretically and experimentally (Galilei 
1638). An actual engineering problem was the dependence of the strength of a 
bending bar on its cross sectional dimensions for which Galilei designed an ex
periment shown in Fig 8.1. The test configuration reduces the complex problem of 
structural bars, e.g. in housing, to a cantilever beam under a single load at its end. 
He found that the "bending resistance" was proportional to the width, b, and the 
square of the height, h, of the bar. 

Expressing this result in modem mathematical terms, we can derive today that 
the section modulus is W = 1/ 6bh2 • Neglecting the weight of the bar we find the 
bending moment becomes M = G I, where G is the applied weight E at the end of 
the bar of length I. Finally, the maximum tensile stress occuring in point A results 
from 0max = 6 GI/bh2 , but these mathematical formulas and a general theory of 
bending did not exist in Galilei's time. They were developed about one and a half 
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Fig. 8.1. Galilei 's experiment on the bending problem of a bar (Galilei 1638) 

century later by mathematicians like Jakob Bernoulli (1655 - 1705) and engineers 
like Ch. A. Coulomb (1736 -1806) and L. M. H. Navier (1785 -1836), who in
troduced new concepts and abstract ideas like "bending moments," "stresses," and 
"strains," which allow one to relate "bending strength" with "tensile strength." 
Galilei also did not consider the deformation of the bar, either, as the law of elas
ticity, later found by R. Hooke (1635 - 1703), was unknown. The "section 
modulus," W, is a purely geometrical quantity which is determined by the shape 
and dimensions of the cross section. Thus, Galilei's experiment actually did not 
reveal material properties. 

The obvious question that arises from any experiment is: What can we learn 
from it? - or more precisely: how does this configuration compare to the "real" 
situation? For instance, can we take the fracture load obtained in the above test to 
design the supporting beams in a building? Finally, we reach the fundamental and 
still present-day problem of materials testing: is the test data measured from a 
specimen transferable to a real and large scale structure? Specimens used in mate
rials testing are models in the sense of "a three-dimensional representation, usually 
on a smaller scale, of a structure" (see Sect. 8.1). In addition, they are of a simpler 
geometry and under simpler loading conditions. The issue whether the information 
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Fig. 8.2. Specimens and set-ups for tensile (upper), bend (lower left) , and compression test 
(lower right) designed by Pieter van Musschenbroek (1729) (picture taken from Ruske 1971) 

from a (simplified) model mayor may not be transferred to (complex) reality is 
still controversial in many cases. 

A deeper understanding of Galilei' s bending problem would have required a 
theory that did not exist in the 17th century. Nevertheless, engineers wanted to 
design structures and get information on the mechanical behaviour of different 

Fig. 8.3. Tensile testing machine by Mohr and Federhaff machine Company, Mannheim 1870, 
with hydraulic drive and balance for measuring force (picture taken from Ruske 1971) 
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materials. Hence, they had to develop special test set-ups for various loading con
ditions like tension, compression, bending, buckling, etc. (see Fig 8.2). 

The cylindrical test rod shown in the upper left of Fig 8.2 is not much different 
from current standard tensile specimens. The testing machines, however, became 
much more "sophisticated" during the following years (see Fig. 8.3). 
With expanding technology, other material properties became relevant, not only 
under static loading but also under impact or oscillating stresses. Scientists and 
engineers had found that the "ductility" of a metallic material was an important 
property, which influences the safety margins of a structure or plant. This ductility 
depends on the deformation rate and the service temperature. It was also found 
that materials may "fatigue" and fail under operating stresses much less than their 
static strength, if the loads are oscillating and structural parts are subject to a high 
number of load cycles. Thus, new test facilities were designed and built like the 
pendulum impact testing machine by the French metallurgist G. Charpy in 1901 
(Charpy 1901), to measure the energy necessary to fracture a notched bar, Fig. 8.4, 
and the testing machine for alternating tensile loads by th<: German materials sci
entist A. Wohler (1819 - 1914), to determine the fatigue strength of a material 
(see Fig 8.5). 

Both the Charpy impact test and Wohler's fatigue test are still in use today to 
qualify structural materials, although the instrumentation and control systems have 
become more and more sophisticated over the years. However, the fundamental 
problem of materials testing, i.e., how much these tests tell us about inherent ma
terial properties, has still remained controversial. Separating "material properties" 
from "structural properties" is an intellectual process of abstracting which is typi
cal for "modeling." 

Wohler's fatigue testing machine in Fig. 8.5 is an impressive example that ad-

Fig. 8.4. Pendulum impact testing machine by Charpy (picture taken from Ruske 1971) 
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Fig. 8.5. Testing machine for alternating tensile loads of four specimens by Wohler, Berlin 1860 
(picture taken from Ruske 1971) 

Fig. 8.6. Triaxial testing machine by Instron-Schenck, force or displacement controlled tensile or 
compressive loading in three axes; GKSS Research Centre, Geesthacht, 1998 
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vanced testing may be done on "small scale" specimens but requires a comparably 
huge testing facility so that the definition given above of a model as a representa
tion "usually on a smaller scale" may appear obscure. However, it is well known 
from elementary physics that small particles may require even bigger test setups. 
A quite sophisticated modem testing machine, which allows for arbitrary loading 
histories in tension and compression in all three space directions to investigate the 
influence of multiaxial stress states and non-proportional loading on the deforma
tion and damage evolution, is shown in Fig. 8.6. 

Summarising this historical excursion, we have to keep in mind that light from 
the start materials testing means modeling with its two important characteristics of 

• reduction of the complexity of a problem (geometry, loading), 
• idealisation of the process (static, impact, alternating loads). 

These tests on comparatively simple specimens are performed in order to obtain 
information on the materials strength and toughness and 1:0 -conclude to the me
chanical behaviour and performance of complicated structural geometries under 
different kinds of loading and various loading histories. This understanding re
quires a theory, which has been developed in the late 19th and early 20th century 
and been continously improved ever since. 

8.2.2 The Theory of Continuum Mechanics 

Describing the full history of engineering mechanics would fill books. The fol
lowing section intends to impart the fundamental concepts of the modem theory of 
continous solid media, which forms the basis of current developments in the me
chanics of materials. The presentation follows the description in (Truesdell and 
Noll 1965) but can be found in any modem textbook of continuum mechanics as 
well (e.g., Eringen 1967; Hodge 1970; Gurtin 1981; Lai et al. 1993). 

Continuum mechanics is a phenomenological theory, which means it is based 
on observed phenomena and establishes mathematical models for the mechanical 
behaviour of matter. It is a field theory, as it deals with physical quantities like 
deformations, stresses etc., which are spatially distributed. The behaviour of mat
ter is determined by interactions of atoms and molecules, as everybody has 
learned in physics. However, a modeling for engineering purposes cannot be done 
on this level. The discretely structured matter is hence represented by a phenome
nological model, i.e., the continuum; this is done by averaging its properties in 
space. 

For describing the mechanical behaviour of heterogeneous materials with 
strong local gradients of the microstructure, this approach is in general not suffi
cient. For this purpose, micromechanical constitutive models are currently being 
developed and applied. Micromechanical modeling takes place on a "meso level" 
between a full representation of the microstructure and a phenomenological ap
proach. This will be further illustrated later. 

The equations of continuum mechanics can be separated into two classes: 
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• material independent descriptions and principles of kinematics and kinetics, 
and 

• material dependent "constitutive" equations. 

Kinematics defines and describes terms and geometrical quantities like bodies, 
configurations, motions, deformations, whereas kinetics deals with physical enti
ties like forces as "external actions" and stresses as "internal reactions." Balance 
equations are formulated for the physical quantities, namely conservation of mat
ter and balance of energy, work, or power, i.e., the first law of thermodynamics. 
Alternatively to the first principle, conservation of momentum and moment of 
momentum are postulated for static problems or equations of motion for dynamic 
problems. The second principle of thermodynamics, i.e., the entropy inequality, is 
also material independent and gives the frame for all thermodynamically consis
tent constitutive equations. However, it does not allow the derivative of a general 
law for the mechanical behaviour of materials. The combination of kinematic 
equations, physical principles, constitutive laws, initial conditions (in time), and 
boundary conditions (in space) leads to the formulation of a set of commonly 
highly nonlinear differential equations, a so-called initial boundary value problem. 
At this point, modeling is finished and followed by mathematical efforts to solve 
the equations. 

Just to help understanding of the mathematical concept of continuum mechan
ics and the mechanical terms used in the following, some definitions are given: 

• A body, &' is a three-dimensional differentiable manifold, the elements of 
which are called particles x E &'. A body is endowed with a non-negative scalar 
measure, m, which is called the mass of the body. 

• A configuration, X of a body &', is a smooth homeomorphism of &' onto a regi
on, '8 = (x = X(x) I x E '8} C , of the three-dimensional Euklidean space ]E3, 

called the region occupied by the body '8 in the configuration X. 
• A motion of a body '8 is a one-parameter family, 'X, of configurations, the real 

parameter t being the time. The point x = 'X(x) = X(x, t) is the place occupied by 
the particle x at time t. 

The definition of a body, given here, is something completely abstract. Espe
cially, a body should not be mixed up with the region, which it occupies at some 
reference time. The mass of a body is a fundamental physical property and hence 
is assigned a priori as a part of the spe.cification of the body. The relation between 
the mass m(P) of every measurable part P of '8 and the volume V(P) of the region 
X(P) in Euklidean space, which the part P happens to occupy in the configuration 
X, is given by the mass density, p: 

(8.1) 

Conservation of mass states that m(P, t) = m(P) or m = O. 
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Any general motion of a body includes a deformation that can be described as 
follows. A particle, x, which is identified by its place U x = U X (x) in a reference 
configuration at time t = 0, occupies the place 

(8.2) 

at the time t. The mapping '¢ is called deformation and relates the reference con
figuration to the present configuration, and fJ u is the displacement of the particle. 
Observing an infinitesimal vicinity of the particle in the course of motion, 

(8.3) 

leads to the definition of the deformation gradient, 

(8.4) 

with I being the second order unit tensor. Various tensor-valued measures of the 
local deformation, commonly called strains, can be derived from fJF. The tensor 
of linear, engineering strains 

(8.5) 

is one of them, but several others can be defined. No further details on deforma
tion measures, their physical meaning and proper use will be given here (see Erin
gen 1967; Hodge 1970, Gurtin 1981, Lai et al. 1993). 

The motion (and deformation) of a body is caused by external actions, called 
forces, on the body 'i1. The concept of forces does also describe the interaction 
between the different parts '1' of the body. Forces are mathematically characterised 
by the vector fields of 

• external body forces, b (x,t), defined for any x E 'i1 and 
• the contact forces or tractions t (x,t; '1'), defined for any x on the boundary 

apC'1'c;;;,'i1. . 

The total resultant force, f ('1'), exerted on any part '1' c;;;, 'i1 is defined as the sum 
of the resultant body force and the resultant contact force 

f ('1') = IbpdV + It (x;'1')dA. (8.6) 
'P rJP 

There is a vector-valued function t(x,n), called the stress-vector, defined for all 
points x and unit vectors n, such that the tractions acting on '1' are given by 
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t (X;iZ')=t (x,n), (8.7) 

where n is the exterior unit normal vector at the point x on the boundary of iZ'. 
Under suitable continuity conditions, there also exists a stress-tensor field T (x), 
such that 

t (x,n) = T(x)·n (8.8) 

The fundamental principles of momentum and moment of momentum are then 
equivalent to Cauchy's laws of motion 

div T + pb = pi 
T = TT (8.9) 

For static problems, we have i = 0, and Eq. 8.9 is the equilibrium condition. 
Alternatively to the formulation of differential Eq. 8.9 go\'erning the behaviour of 
an infinitesimal region, a variational or extremum principle valid over the whole 
region occupied by the body can be postulated, and the correct solution of the 
problem is the one minimising some functional II which is defined by integration 
of the unknown quantities over the whole domain. A common principle used in 
finite element formulations, e.g., (Abaqus 1998) is the principle of virtual work 

oIl = -IT· ·o(grad v)dV + It ·ovdA + I pb·ovdV = 0 (8.10) 
'iJ iJf1 'iJ 

where the "virtual" velocity field, ov, is completely arbitrary except that it must 
obey any prescribed constraints and have sufficient continuity. Equation 8.10 
follows directly from Eq. 8.9 for x = 0 with Gauss' theorem and by integration 
over fl. It is often called the "weak form" of Cauchy's equilibrium equations, as it 
establishes equilibrium by a single scalar equation over the entire body. But as ov 
is arbitrary, and Eq. 8.10 has to hold for any part iZ' ~ fl of the body; the two ap
proaches (8.9) and (8.10) are mathematically equivalent; an exact solution of the 
one being the solution of the other. 

As stated before, all the equations above represent physical principles, which 
are material independent. They are, of course, not sufficient to determine the mo
tion and deformation of a body subject to forces. Additional equations describing 
the specific relations for a given material among stresses, T, and deformations 
measured in terms of bF, the so-called "constitutive equations" are needed. This 
is the main business of "Constitutive modeling" in the mechanics of materials. 
These relations are in general nonlinear and may even include the whole deforma
tion history of a body. There is no way of deducing them from general principles; 
they inust be established individually for different classes of materials and phe
nomena. They have to fulfill some fundamental principles, however, namely 

• the principle of determinism stating that the stress in a body is determined by 
the history of the motion of that body, 
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• the principle of local action stating that in determining the stress at a given 
particle x, the motion outside an arbitrary neighbourhood of x may be disre
garded, 

• the principle of frame-indifference stating that constitutive equations must be 
invariant under changes of the frame of reference, and 

• the second law of thermodynamics stating that the entropy may not decrease in 
a physically admissable process. 

Of course, constitutive equations should ensure that physically reasonable 
problems should have physically reasonable solutions, but unfortunately this "en
gineering requirement" cannot be put into a precise form at the present time. 

It must be acknowledged that a full treatment of constitutive modeling can fill 
books, e.g. (Lemaitre et al. 1990; FranSiois et al. 1998), and any attempt to give an 
overview would exceed the limited number of pages available. The presentation of 
the basic equations of continuum mechanics given above is intended to show the 
considerable work of abstraction, which has to be carriect out to draw the appro
priate conclusions from the observed phenomena of the mechanical behaviour of 
materials. The important essence of this theory is that it allows the separation of 
"material properties" from effects of the geometry. Just performing tests and 
measuring forces and deformations are not sufficient for characterising a material 
and determining material parameters. A material characterisation by certain pa
rameters is possible and meaningful only in the context of "constitutive models" 
which describe the mechanical behaviour. These models have to be established for 
general, i.e., three-dimensional situations, in order to overcome the problem of 
transferability of the characteristic parameters which are determined on test 
specimens under, commonly, uniaxial loading and uniform stress and strain fields. 
This ideal conception of material characterisation, however, is not yet fully real
ised, as it would need an interdisciplinary cooperation of experts in materials sci
ence, continuum mechanics, and numerical analysis at least, but its necessity is 
obvious. 

8.2.3 Numerical Analysis 

Analytical solutions of the equations describing the structural and material be
haviour can be found in the theory of elasticity in a number of problems as the 
equations are linear, provided that the deformations are small. In general, the ini
tial boundary value problem is highly nbnlinear, due to large deformations or 
nonlinear constitutive equations. Despite a few analytical solutions in the theory of 
plasticity, numerical methods are required to solve the problems. The two formu
lations of problems in continuum mechanics mentioned above, namely as an initial 
boundary value problem or as a variational problem, call for different numerical 
solution procedures. Finite difference techniques approach the solutions of differ
ential equations directly by approximating to those in a discrete manner. Other 
numerical techniques like Ritz's method and its variant, the finite element method, 
deal with an approximate minimisation of a potential, II, or the principle of virtual 
work, Eq. 8.10, respectively. 
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The finite element (FE) method (Zienkiewicz 1971; Bathe 1996), which will be 
shortly outlined, has not only become the most versatile tool for structural analy
ses, but also a general method of wide applicability to engineering and physical 
science problems. It is essentially an approach through which a continuum with 
infinite degrees of freedom is approximated by an assemblage of subregions, or 
"elements," of a specified, finite number of unknowns (see Fig 8.7). Each such 
element interconnects with others at a discrete number of nodal points. If the 
force-displacement relationships for the individual elements are known, it is pos
sible to calculate the variational functional, oIl, by a summation of the contribu
tions of all elements; and from this, the deformation of the assembled structure 
under given external loads is derived. The method applies to many problems of 
non-structural type, as well, e.g., in problems of interconnected electrical circuits 
or fluid-carrying pipes. The general procedure of assembly and solution follows a 
pattern for which the structural analogy provides a convenient basis. 

The modeling and computational procedure follows the general pattern: 

• The continuum is sepa.rated by imaginary lines or surfaces into a number of 
finite elements (see Fig 8.7). 

• The elements are assumed to be interconnected at a discrete number of nodal 
points situated on their boundaries. The displacements of these nodal points are 
the basic unknown parameters of the problem. 

• A set of functions is chosen uniquely to define the state of displacement, u, 
within each element in terms of its nodal displacements. 

• The displacement functions uniquely define the state of deformation, i.e., some 
strain tensor derived from bF, Eq. 8.4, within an element in terms of the nodal 
displacements. These strains, together with the constitutive properties of the 
material, determine the state of stress, T, throughout the element and, by 
Eq. 8.8, also on its boundaries. 

• A system of forces concentrated at the nodes, Fig 8.7, equilibrating the bound
ary stresses, t, is determined, resulting in a force-displacement or "stiffness" 
relationship for each element. 

• Nodal displacements, nodal forces and element stiffnesses are assembled ac
cording to the conditions of connectivity for all elements to compose the sys
tem of equations, ensuring the conditions of compatibility and equilibrium 
throughout. 

• Any system of nodal displacements listed for the whole structure in which all 
the elements participate automatically satisfies the condition of compatibility. 
As the equilibrium condition has already been satisfied within each element, all 
that is necessary is to establish equilibrium at the nodes of the structure. 

• The resulting equations governing the mechanical behaviour of the entire 
structure contain the nodal displacements as unknowns. A solution of this sys
tem of equations provides an approximate solution of the fields of displace
ments, strains and stresses throughout the domain of the body. 

The discretisation process of dividing a given structure into elements, specify
ing the nodal connections and prescribing displacement constraints and external 
forces is called "meshing" and has to be done by the user, either manually or com-
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puter aided. The choice of functions defining the displacement field within each 
element is done by choosing an "element type" offered in the element library of 
every commercial FE programme. Additionally, the user has to choose a constitu
tive model from the materials library of the programme - or provide his own 
model. The rest is then done by the computer programme. 

For small, linear deformations and linear constitutive equations as in elasticity, 
the system of equations governing the mechanical behaviour of the structure is 
linear and can be solved easily. But in general, the kinematics of the problem is 
nonlinear, and the material behaviour is nonlinear and history dependent. In this 
case, the structural analysis will require iteration procedures for establishing equi
librium and a step-wise, incremental tracking of the loading history. 

Commercial FE programmes offer a more or less large library of elements and 
material models. However, they are limited to a certain "state of the art," e.g., 
elasticity, metal plasticity, viscoplasticity, etc. New materials as well as the appli
cation of classical materials under increasingly extreme mechanical and loading 
conditions will possibly not be adequately described by. the available material 
routines. It is the user's task, then, to develop appropriate, improved material 
models and the respective numerical algorithms to be implemented in the FE code. 

Two examples shall illustrate the application of FE analyses in materials sci
ence. 

8.3 Examples 

8.3.1 The Tensile Test 

The tensile test is an old and simple, nevertheless still useful method for deter
mining mechanical properties of, mostly, metallic materials (see Figs. 8.2 and 
8.3). A cylindrical bar of standardised size is subject to a tensile force and its 
elongation is measured. The information which can be taken from such a test is 
manifold: 

o The ratio of stresses and strains, as long as their relation is linear, defines 
Young's modulus of elasticity. 

o The beginning of a non-linear shape of the load-displacement curve indicates 
the onset of irreversible, "plastic" deforni.ation and defines the yield strength. 

o The point of maximum applied force defines the "ultimate tensile strength;" it 
is followed by a non-uniform elongation and necking of the bar. 

o Elongation and reduction of area at fracture of the bar give a technological 
characterisation of the ductility of the material. 

Only the items #1 and #2 can be considered as material properties; the two oth
ers, namely the onset of necking and the reduction of area at fracture are affected 
by the specific geometry and loading condition of a tensile bar. The underlying 
assumption of a uniaxial stress state and uniform stress and strain fields is violated 
beyond uniform elongation. 
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Fig. 8.7. FE model of a sector of a cylindrical pressure vessel accounting for its symmetry (right) 
and a single three-dimensional solid element with nodal displacements and forces (left) 

Computational methods and modem constitutive models have extended the ex
pressiveness of tensile testing considerably. With a continuum theory as outlined 
above, three-dimensional constitutive equations for metal plasticity and numerical 
algorithms for solving nonlinear problems; the stress and strain analysis of a ten
sile bar can be extended beyond the point of necking; when the stress state be
comes triaxial and deformation localises in the necking section (see curve "von 
Mises" in Fig. 8.8), and a "true" stress-strain curve of the material at higher de
formations can be deduced. 

Nevertheless, the deformation of the bar is not limited in the numerical model, 
whereas the tensile bar breaks after more or less plastic deformation in the real 
experiment (see last test point in Fig. 8.8). The reason is that the classical theory 
of plasticity by von Mises, Prandtl, and Reuss includes strain hardening of the 
material but no "strain softening" due to the evolution of damage in the material. 
Without going into details of the theory of ductile damage, the basic idea is that 
microvoids develop and grow under large plastic deformations, which cause a 
decreasing stress carrying capacity and finally result in the fracture of the bar 
(Ours on 1977; Tvergaard 1982). Introducing an additional variable characterising 
the damage of the material by the volume fraction of microvoids, modifying the 
yield condition for "porous" metals (Ourson 1977), establishing an evolution 
equation for the damage variable, and identifying all the additional material para
meters of this Ourson, Tvergaard, and, Needleman model finally allows for a full 
description of the quasistatic mechanical behaviour of a tensile bar (Needleman et 
al. 1984; Tvergaard et al. 1984), see curve "Ours on" in Fig 8.8. The additional 
theoretical and numerical effort is considerable, but the profit is as important: The 
information which can be obtained in a simple tensile test has been extended sig
nificantly towards a unique characterisation of ductile material, including defor-
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Fig. S.S. Numerical simulation of a tensile test by the FE method; classical theory of plasticity by 
von Mises, Prandtl, and Reuss and porous metal plasticity by Gurson, Tvergaard, and Needle
man; left: undeformed geometry of the specimen; centre: load, F, vs. reduction of diameter, I1d; 
right: defonnation and damage distribution in the model 

mation and damage. Because of that, the respective characteristic parameters can 
be transferred to simulate much more complicated loading configurations and 
phenomena like fracture of a cracked body or the Charpy impact test (B6hme et al. 
1992; Brocks et al. 1995). 

8.3.2 Micromechanical Modeling 

As already mentioned above, continuum mechanics deals with idealised materials 
consisting of material elements, assuming that the material properties, the stresses 
and the strains within an infinitesimal neighbourhood of any material point can be 
regarded as uniform. On closer examination; however, matter is discretely struc
tured and any material element consists of various constituents with differing 
properties and shapes, i.e., it has its own complex and, in general, evolving micro
structure. Hence, the stress and strain fields within the material element likewise 
are not uniform at the microscale level. For describing the mechanical behaviour 
of materials with strong local gradients of the microstructure, the classical contin
uum approach is in general not sufficient. 

Mietomechanics has been established as a new and expanding field of research 
in materials science and constitutive modeling. One of its main objectives is to 
express the continuum quantities associated with a material element in terms of 
the parameters that characterise its microstructure and the properties of its micro
constitutents (Brulin et al. 1981; Nemat-Nasser et al. 1993). Micromechanical 
modeling takes place on a "meso level" between a full representation of the mi-
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crostructure and a phenomenological approach. It does not allow for a general 
representation of deformation and degradation of materials as, by definition, it is 
closely related to specific microstructural phenomena. Micromechanical modeling 
sees itself as a general method for the characterisation of materials which aims at: 

• describing the evolution of the microstructure during processing and service 
conditions, 

• developing constitutive equations representing the mechanical behaviour of the 
microstructure on a mesoscale level, 

• realising the general scheme of interdependence between the microstructure of 
a material, the deformation and degradation phenomena on the micro-scale, and 
the overall strength and toughness properties. 

As in every modeling process, the generally complex microstructure of materials 
has to be idealised. To this end, the concept of a representative volume element 
(RVE), which is considered as statistically representative of the material neigh
bourhood of any material point, has been introduced more than 30 years ago and 
successfully applied in riumerous cases. Such an RVE may contain several grains, 
different phases, inclusions, voids, cracks, and other micro-defects. In order to be 
representative, it must in general include a very large number of such micro
heterogeneities. However, the number of involved parameters will seriously inter
fere with a systematic treatment of the problem. It is therefore necessary to set up 
models as simple as possible but, nevertheless, exhibiting the characteristic micro
structural phenomena. 
A common simplification in micromechanical modeling is to assume a periodic 
microstructure; see Fig. 8.9, consisting, e.g., of hexagonal RVEs or "unit cells" 
containing an internal defect like a microvoid or microcrack. The hexagonal cells 
can be furthermore approximated by circular cylinders to allow simple axisym
metric FE calculations. Mesoscopic stresses and strains are defined by averaging 
the microscopic quantities over the cell volume and constitutive equations, for the 
material behaviour describing the average structural behaviour of the cell can be 
established on a "mesoscale." With a model like this, the influence of the inelastic 
matrix behaviour can be seperated from the effects of internal defects. 

(a) (b) (e) ' .. (d) 

'Ro 
\itruclLuc (m.,cro·scalc) cel1 (mc"'i(}-oscalc) 

Fig. 8.9. Modeling the "continuum" (a) by a periodic assemblage of unit cells (b); visualising the 
different levels of scaling: macro .... meso (a ~ b), meso .... micro (c ~ d) 
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Fig. 8.10. In-situ observations (left) and FE modeling (right) of void nucleation at a brittle parti
cle in a ductile aluminium matrix by particle cracking (upper) and particle debonding (lower) 

Ductile tearing of metals, for example, is dominated by the mechanisms of void 
nucleation at particles, void growth and coalescence. Depending on the mechani
cal properties of the particle and the embedding matrix, void nucleation may occur 
either by particle debonding or particle cracking. In-situ observations in the scan
ning electron microscope allow to observe both mechanisms, see Fig. 8.10, left. 
These mechanisms can be modeled by unit cells containing particles. In the right 
column, Fig. 8.10 shows the respective FE representations of the two nucleation 
mechanisms and the fields of plastic strain around the particle (Steglich et al. 
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1997). Whereas the maximum plastic strain in the matrix is observed at the poles 
for a cracking particle, it occurs at the equator for a debonding particle. Whether 
cracking or debonding takes place depends on the particle shape and size as well 
as on the cohesive strength between the matrix and the particle and the fracture 
strength of the particle, respectively. 

The numerical models allow to study the phenomena of damage evolution in 
dependence on the microstructural topology as well as on the interaction of micro
structural constituents. Parametric FE studies with micromechanical models help 
in: 

• understanding mechanical phenomena and mechanisms on a microstructural 
level, 

• establishing, or at least justifying phenomenological constitutive equations on a 
meso scopic level, 

• identifying material parameters contained in these constitutive models. 

8.4 Conclusions 

Every activity in natural and engineering sciences can be understood using mod
eling, since dealing with a complex reality always requires reduction and idealisa
tion of problems. This is the reason materials science and engineering mechanics 
have used models from the beginning. The first models, however, were models in 
the sense of a "real," three-dimensional representation of a structure, usually on a 
smaller scale. This is still practised in materials testing. 

A new understanding of modeling as a theoretical description of the way a sys
tem or process works has arisen with the engineers and mathematicians of the 18th 
and 19th century, who established a theory of the strength of materials, which laid 
the conceptual basis of splitting observed phenomena into material properties and 
geometrical effects. 

The potentialities of theoretical descriptions and predictions have been enor
mously improved by the development of numerical procedures for solving highly 
nonlinear problems, large systems of equations and the respective computer pro
grammes, as well as by the capacities and abilities of current computers. Numeri
cal modeling has become a third pillar of any engineering science besides experi
ments and theory. 

Classical materials testing, i.e., the d,etermination of "characteristic parameters" 
on test specimens such as yield strength, ultimate tensile strength, fatigue resis
tance, fracture toughness, etc., faces many problems of transferability of these 
parameters from the specimen under commonly uniaxial loading and uniform 
stress and strain fields to a real component under multiaxial loading and stress and 
strain gradients. 

A modem concept of materials characterisation has to be based on all three 
"pillars" of modeling, i.e. testing, constitutive theories and numerical simulations. 
A material characterisation is meanigful only in the context of "constitutive mod
els," which describe the mechanical behaviour. This requires an interdisciplinary 
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cooperation of experts in materials science, continuum mechanics, and numerical 
analysis. 

The eternal as well as silly question which has to be given priority, experiment 
or theory, has already been answered by Immanuel Kant (1724 - 1804) more than 
200 years ago: "Anschauungen ohne Begriffe sind blind, Begriffe ohne An
schauungen sind leer" (perceptions without conceptions are blind, conceptions 
without perceptions are empty). 



Chapter 9 
Mathematical Morphology 

by Michel Schmitt 

Abstract 

The structural analysis of an image and the recognition of certain objects in it 
generally require two steps: one consists in identifying the structures of interest 
within the image and isolating them (this we call segmentation), and the second 
one in quantifying thes objects by associating values to them (numbers or sym
bols) with a view to their classification. 

In order to explain these two steps, we begin by examining the tools at our dis
posal and their manual or automatic organisation for segmentation tasks. We then 
show how these same tools enable us to mesure the segmented objects. 

9.1 Introduction 

Mathematical morphology is a mathematical theory based on set representation, 
geometry and algebraic structures, used mainly in image processing. The first 
steps were initiated in the 70's by Matheron (1967, 1975) and Serra (1982, 1988) 
for quantifying sizes in porous media and more generally shapes, usually modeled 
by random sets. In the 80's, the theory extended to functions (Serra 1982, Stern
berg 1986) enabling the study of gray scale images. The applications ranged from 
biology, material science and remote sensing to automatic control and many oth
ers. More recently, the general algebraic framework of lattices has been set 
(Matheron 1983, Serra 1988, Heijmans 1994), allowing the theory of morpho log i
cal filtering to emerge. In parallel, the watershed transformation has been pro
posed (Maisonneuve 1982), along with a very efficient algorithm (Vincent 1991), 
which has been applied worldwide to image segmentation tasks. Today, these 
algorithms are the basis of the new generation of image coding norms (Mpeg 4) 
(Salembier et al. 1995). 

This paper is an illustration of the tools provided by mathematical morphology, 
intended for image processing practitioneers. Many theoretical aspects have been 
left aside, in order to enhance the tools and their effects on images. We present 
first the four classical operators (dilation, erosion, opening and closing) and illus
trate their usage on image filtering. Then the watershed is described, along with its 
segmentation properties. Finally, we investigate the original way images can be 
quantified, in the deterministic as well as in the random case. 
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9.2 An Introductive Example 

Figure 9.1 a is an image of coffee beans. The question is: how many beans are 
present on this image? Counting the number of black objects is not sufficient, 
because some beans are overlapping. If we consider the set of black pixels, a char
acteristic feature of the overlap is that the set becomes narrower between the ob
jects. In order to detect these narrowings, suppose we have at our disposal a disk 
of radius r which fits inside one bean. If the diameter of the disc is larger than the 
neck between two beans, then the disk cannot be translated from one bean to a 
neighbouring bean without going outside the set of beans. In Fig. 9.1 b, all the 
positions where a disk fits inside the beans are depicted. We see that the beans 
have shrunk (a strip of width r has been removed around each bean), some have 
disappeared (the disk is too large to fit inside), and some have been disconnected 
(this is what we want). This set transformation has been called erosion by a disk. 

a) 

c) 

Fig. 9.1. (a) How much coffee beans? (b) Separating some of the beans by erosion. (c) Distance 
function and separation at any size. (d) Centers of the beans 



Section 9.2 . An Introductive Example 169 

However, a unique radius of the disk is not sufficient to do the job. So, all the 
sizes of disks are used, and as the result is decreasing according to inclusion as the 
radius becomes larger, we can pile up all the sets, giving rise to the function de
picted in Fig. 9.1 c. Finally, the centers of the beans are the local maxima of this 
function (Fig. 9.1d). 

This toy example illustrates many facets of mathematical morphology: 

o The problem has been solved using geometrical (disk) and set concepts (inclu
sion). 

o The unknown image has been investigated by a completely known object (the 
structuring element); here a disk. 

o The useful features of the problem (narrowing, convexity of the grains) have 
been translated into image transformations (erosion, local maxima), extracting 
these features. 

o A unique transformation is not sufficient: many erosions have been used in 
conjunction with local maxima: a morphological program is usually a sequence 
of transformations. 

9.3 The Morphological Tool Box 

The most illustrative framework for the operators provided by mathematical mor
phology is geometry on sets. So, the images we are dealing with have to be sets. 
We usually handle the following two types of images: 

o A binary image is a function from a rectangular domain that can only take two 
values, which, by convention, are equal to 0 or 1. When we depict binary im
ages, the pixels with a value 1 are printed in black, while those with a value 0 
are white. The associated set is composed of the pixels with value 1. 

o A gray scale image or digital image is a functionf from a rectangular domain, 
with real or discrete values as the case may be. It is described with its level sets 
X;. = {x If (x) ~ A}. The sequence X;. is decreasing with A. 

So, an image transformation working on binary images may be extended to 
gray scale images simply by "piling up" all the transformed level sets. In order to 
do so, the binary operator has to be increasing, i.e., it must transform the de 
screasing sequence of sets into another desceasing sequence (see Fig. 9.2). 

Binary lransfonnati n 

1:.~2~;;=============~ empty Cl emptysct 

Fig. 9.2. Representation of a function by its level sets. Each level set is transformed and its 
piling-up gives the transformed function 
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9.3.1 The Four Operations 

Mathematical morphology is based on the solid principle of comparing the un
known structure, i.e., the image under study, with a set of shapes, the structuring 
element, which is completely known. Boolean relationships such as intersection or 
inclusion are used as the comparison method. 

In theory, all the morphological operators can be derived from a single operator 
or a primitive operator, namely dilation. 

The dilation of the image X by the structuring element B, denoted X EEl B, is the 
set of the positions u, for which BII , translated into u of B, intersects X: 

XEElB = {u,BunX;eO}={x-b,xEXandbEB} (9.1) 

In accordance with the morphological principle, the Boolean relationship em
ployed here is the intersection. The extension to function by the piling-up princi-
ple yields an image function! . 

(9.2) 

Then, by duality, we can define the erosion as the dilation of the background of 
the image: 

X 8B 

and (9.3) 

f 8B (x) = inf {f (y), yEBx } 

Erosion corresponds to the inclusion of the structuring element. An application 
of the erosion has been presented in the preliminary example. This duality princi
ple is at the basis of the algebraic theory of morphology: two operators in adjunc
tion form an erosion-dilation pair. 

The fundamental feature of the already defined two operators is that they are 
not inverse from each other. Iterating one with the other gives rise to new opera
tors, which have different properties: 

• Opening, defined by X B (X 8 B) EB B, is an erosion followed by a dilation. It 
fits the space probed by the structuring element. 

• Closing, defined by X B (X EB B) 8 B, is a dilation followed by an erosion. It 
corresponds to the opening of the background of the image. 

What are the effects of these two transformations on images? An opening by a 
disk eliminates: 
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• small objects which do not contain the structuring element (the disk) in their 
interiors, 

• narrow parts of objects, 
• small protrusions on the boundary. 

A closing by a disk: 
• fills small crevices on the boundaries of objects, 
• fills holes which do not contain the structuring element, 
• clusters small objects (eliminates narrow parts of the background). 

On gray scale images, the effects are similar; changing "objects" by bright 
zones, "background" by dark zones. 

For example, openings may be used to discriminate objects according to their 
size (see Fig. 9.3). On gray scale images, the opening removes bright lines or 
objects, so that subtracting the opening from the original image allows to extract 
these features . This transformation, called Top-Hat is illustrated in Fig. 9.3 . 

• 'j ?"" • .~<:: · I •. ,~: . . "~ . • 
~-: 

' r ( ( .. , ,. • ,. • • ~ • ~ .. ~ • r-- . \ r-- -' 
• • ~ • • I "- • • I • • • - ~ I ,." • - . .;, 

\ -. • • •• • ." • • I • 
Set of particles Large particles 

Original stove Extracted grid 

Fig. 9.3. Examples of applications with openings by a disk. Top row: selection of objects ac
cording to size. Bottom row: extraction of linear bright features by top-hat 
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9.3.2 Characterisation of Openings and Filtering 

This construction of operators seems a little arbitrary. However, all the open
ings may be characterised algebraically, showing that the construction we have 
presented is complete. To this purpose, we need some mathematics. 

An opening 1jJ has four main mathematical properties: 

• Increasingness: it preserves the inclusion, i.e., X ~ Y ~ 1jJ(X) ~ 1jJ(Y). 
• Idempotence: nothing is gained by iteration, i.e., 1jJ (1jJ (X)) = 1jJ(X). 
• Anti-extensivity: the result is smaller than the original image, i.e. 1jJ (X) ~ X. 
• Translation invariance: it commutes with translations, i.e. if r is a translation, 

1jJl rtX)) = rl1jJtX)). 

The following theorem shows that these four properties nearly characterise the 
openings (Matheron 1986). 

Theorem 2.1. If an operator 1jJ is increasing, idempotent, anti-extensive and 
commutes with translation, then there exists a family of structuring elements B 
(and not one structuring element usually) such that 1jJ is the union of all the 
opcningswifh all the structuring elements of the family : 

(9.4) 

Such operators 1jJ are called algebraic openings. 
So, other interesting operators may be obtained by combining (with union) classi
cal openings. Here are two examples: 

1. union of openings by line segments of a given length and any orientation. This 
opening eliminates only small compact objects and not thin lines. 

2. openings with reconstruction. All the connected components, which have not 
completely disappeared are totally kept. So this kind of opening chooses some 
of the connected components of the image (see Fig. 9.4) . 
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Fig. 9.4. Difference between an opening with a disk (middle) and the same opening followed by 
a reconstruction (right) 
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Original image 

(a)Disk ( b ) Disk - Reconstruction 

( c ) Segments in 6 directions ( d ) Segments in 6 directions - Reconstruction 

Fig. 9.5. Different alternating sequential filters 

The same kind of statement exists for closings and algebraic closings. If we ite
rate openings and closings with larger and larger structuring elements. we obtain a 
a new class of operators called alternating sequential filters (FAS for short). 
They are no more anti-extensive, but remain increasing, idempotent and commute 
with translations. These filters are commonly used to filter out some noise, espe
cially speckle on radar images. To understand the variety of filters, let us enume
rate some openings we can use: openings by disks, openings by disks with recon-
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struction, union of openings by line segments and union of openings by line seg
ments with reconstruction. Then the range of sizes has to be adjusted. These filters 
are illustrated in Fig. 9.S. We see that openings and closing by disks eliminate 
almost all the features of the original image (a). The added reconstruction in (b) 
keeps some of the structures, which are connected to a very large one. In (c), only 
the punctual features have disappeared, whereas in (d) their boundaries are per
fectly preserved. This last filter is the basis of morphological anti-speckle filters in 
radar and SAR images. 

Many other filters have been described in Sierra et al. (1992), Heijmans (1984). 
We also see that the structuring elements playa crucial role in the effects of the 

different filters. Their automatic learning has been recently proposed and proven 
useful for target detection (Mattioli 1996). 

9.3.3 Watersheds 

Let us now investigate one of the recent transformations, extensively used in 
image segmentation, namely the watershed, which is so called because of its si
milarity with the geographic watershed concept (Vincent 1990, Beucher 1990, 
Najman et al. 1993). Consider the gray level image as a topographic surface. From 
any point on the surface, water flows downward on the line of the steepest slope 
until it reaches a regional minimum. So, to each regional minimum, we associate 
all the points from which water flows to this minimum and call this region the 
catchment basin. The watershed consists of all the boundaries of the catchment 
basins. So, the watershed consists of closed lines surrounding regions and corre
sponding to crest lines of the topographic surface. 

If the watershed is computed on the modulus of the gradient of an image, it is 
located on the crest lines corresponding to high contrast pixels (contours) enclo
sing regions of lower contrasts (objects). So, the watershed has the advantages of 
the of the two main classes of segmentation algorithms: 

1. region growing algorithms, yielding closed but badly located contours, 
2. gradient based algorithms, yielding unclosed but accurately located contours. 

The watershed was used extensively as soon as a very efficient algorithm was 
designed (Vincent 1990). The principle is to simulate a flooding of the topo
graphic surface, where water comes out of all the regional minima at the same 
altitude. The lines where waters coming from different minima meet build the 
watershed. This kind of implementation eliminates the difficulties associated with 
the digital nature of images and especially the problem of flat zones. 

Used on the inverted distance function of the coffee beans in Fig. 9.1c, the wa
tershed precisely gives the separations between the grains. Note that the centers of 
the grains are precisely the regional minima of the inverted distance function, and 
each center gives rise to a catchment basin corresponding to the grains (see Fig. 
9.6). 

If directly used on the modulus of the gradient on a real image, the watershed 
gives disappointing results: due to the natural level of noise on images, the wa
tershed exhibits an oversegmentation (see Fig. 9.7a and b). However, the strength 



Section 9.3 . The Morphological Tool Box 175 

Distance function Separation by watershed 

Fig. 9.6. Separation of the coffee beans by watershed on the inverted dis!ance function 

a) Original image b) Over egmention 

c) Imposed minima d) on traint wmershed 

Fig. 9.7. Watershed segmentation: the problem lies in extracting the outer boundary of the 
cookstove grid 



176 Chapter 9 . Mathematical Morphology 

of the watershed is that it can be adapted very efficiently: recall that in the floo
ding algorithm, water comes out of any regional minimum. But the code remains 
identical, if one chooses some zones where water is allowed to come out. For 
example, in Fig. 9.7c, only two zones are allowed: the large square in the middle 
and the border of the image. The watershed is now constrained to be a single loop 
located on the highest contrasts in the image and enclosing the central square. So, 
the number of connected components and the quality of the final segmentation can 
be handled directly in the morphological framework (see Fig. 9.7d). 

This original feature of constraining the number and the importance of regions 
has been used for image and sequence compression. The principle is to segment 
the image and keep in the segmentation only the relevant objects, according to 
contrast or size criteria. Then, each region is filled with some simple texture (Sa
lembier et al. 1995). These concepts are at the basis of the Mpeg4 new coding 
nOlms. 

9.3.4 The Construction Principle 

We have seen so far some of the tools provided by mathematical morphology. 
Stemming from a unique operator, namely dilation, all the others can be derived, 
using iterators and Boolean operations. The watershed itself can be expressed in 
terms of dilations, but the complete expression is too long to be explicitly written 
down. Figure 9.8 illustrates this toolbox. 

Watershed Levellings 

Rolling ball 
h--<lomes 

Top hat 
Regional maxima 

Gradient 

Opening Closing 

Erosion 

Primitive operator 

Principles of construction 1
-Set operations: 
- Iterators: 
- Duality 

Selectivity 

Complexity 

union, intersection, inclusion ... 
convergence, ultimate ... 

Fig. 9.8. The structure of morphological transformations and their construction principles 
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9.3.5 Segmentation Programme 

Now, how do we combine the morphological operators in order to segment one or 
several objects? The choice of the transformations is influenced by the necessary 
and sufficient characteristics which enable us to determine the interesting structu
res from the other ones. In practice we will have to do with sufficient characteri
stics only. It is worth noting here that these characteristics are not only associated 
with the object we want to segment, but also with the image background from 
which we want to distinguish it. This is known as the "universe" by researchers in 
artificial intelligence. 

There is another reason why the characteristics can only be sufficient: an image 
analysis problem has numerous solutions as can be seen in Schmitt (1991) giving 
more than ten different solutions to the problem of lamellary eutectics (Fig. 9.9). 
Each one of the solutions is minimal in the sense that in a given universe, elimi
nating one characteristic involved in the solution will give incorrect results in 
certain cases. 

The choice of one or the· other solution is thus made according to two contra
dictory criteria. The first one maintains that the best solution is the one that func
tions in the largest possible universe, whereas the second one measures the effi
cacy of the solution in terms of running speed, knowing that certain realistic hy
potheses can be made on the universe: a lamellary eutectics image will never en
close an elephant. 

In contrast to an approach of the neural network type that requires an important 
image base: (hand-written character recognition is only solved with a database of 
several thousand characters (Le Cun 1987)) the mathematical morphology ap
proach only requires a limited number of representative images in order to solve 
the problem. On the other hand, the prerequisite is a minute analysis of the prob
lem and a clear definition of the characteristics involved in the solution. In this 
way, the cause of any failure is much easier to detect. The morphological program 

Original image Result 

Fig. 9.9. Problem of lamellary eutectics: find the default lines 
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is no longer a black box: it clearly shows the necessary characteristics of the im
age in the resolution process of the problem. 

9.4 Quantification and Morphological Measurements 

After the segmentation step, the quantification step makes it possible to measure 
the objects of interest with a view of classifying them. Thus, quantification redu
ces and structures the information considerably, which considerably simplifies the 
classification. For this task, mathematical morphology has numerous tools at hand. 

For an almost exhaustive study of morphological measures, see Serra (1982) 
and Coster et al. (1985). We present here only two examples: granulometries and 
random models. 

9.4.1 Granulometries, Spectral Function and"Curve by Erosion 

Here, our goal is to quantify shapes on binary images. If B (r) denotes the disk of 
radius r, the opening with B (r) eliminates all the parts which are narrower than 2r. 
So, the difference between the two openings by B (r) and B (r+ 1) is precisely the 
part whose width is 2r or 2r+ 1. If we plot the area of the opening XB(r) versus r, we 
get a kind of signature of our shape. If we also want to quantify the sizes of the 
concavities of the shape, we can plot the area of the closing XB (r) versus r. 

Definition 3.1: Let X be a shape. The spectral function Lx of X is defined by: 

r - Vl {
A (XB )/ A (co(X» 

2) - A (XB('l)/A (co(X» 
if r ~ O} 
if r < ° 

where co (X) is the convex hull of X, A (X) the surface of X. 

(9.5) 

This signature by the spectral function is very interesting, because it is rotation 
and translation invariant and can be normalised so that it is also scale invariant. 
For instance, take as unity for r the size of the largest disk inscribed in the shape 
and divide all the areas by the area of the disk. Figure 9.10 shows the discrimina
ting power of this spectral function. Then, classifying the different curves is much 
easier than classifying the raw image data. 

The notion of spectral function has been extended in algebraic terms as: 
Definition 3.2: A granulometry (Matheron 1975) is a family of transformations 
(1jJ;) h 0 verifying: 

1.1jJJc is increasing: X ~ Y ~ 1jJ A (X) ~ 1jJ A (Y), 
2. 1jJJc is anti-extensive: 1jJ j, (X) C (X), 
3. thieving process: 1jJ}, 1jJ /1 = 1jJ /11jJ A = 1jJ max (A./1)· 

The granulometric curve associated with granulometry 
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(9.6) 

The associated inverse problem, i.e., represent the shapes having the same 
spectral curve, has not yet been solved. However, what has been solved is the 
curve by erosion case (surface of the eroded images of a set in terms of the radius 
of the structuring element disk (Mattioli et a1. 1992). Clearly, two identical shapes 
up to a translation, rotation and scale factor have the same curve by erosion, but 
the converse is not true. Let us take this a little further: a shape is represented by 
its skeleton (centre of the maximal balls included) and its quench function (radius 
of the maximal ball). This quench function has four types of interesting points 
(Fig. 9.11). 

• local maxima on an arc in the skeleton (protrusion), 
• local minima on an arc in the skeleton (narrowing), 
• local maxima on a triple point in the skeleton, 
• the triple points in the skeleton, without there being local maxima. 
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Fig. 9.10. Example of shapes and their spectral function 
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Tenninal point 

imple poinl 
( Local minimum) 

----..... --+-L--+---~:-.--1-- Triple poiol ( Local maximum) 

Triple poinl 
( 0 1 a local maximum) 

Fig. 9.11. Skeleton of a shape and characteristic points in the skeleton 

The second derivative of the curve by erosion makes it possible to distinguish 
the number of each one of these types of points. On the other hand, it is possible to 
twist the skeleton of a shape or modify its topology, i.e., the ordering of its triple 
points without modifying its curve by erosion. In other words, the information 
obtained from the curve by erosion is basically the four behaviours mentioned. 

9.5 Random Models 

In some cases the object under study can be modeled by a random function. Usu
ally, in random function theory, due to Kolmogorov's theorem, the random func
tion f is completely characterised by its spatial law: 

(9.7) 

for any integer n, any set of points (xi )7=1 and any real values (ai );~1' The origi
nality in mathematical morphology (Matheron 1975) is that we can build another 
theory, where not only a finite or countable number of points is involved, but also 
any compact set. So, a question like "what is the probability for f to be positive on 
the interval [0,1]" makes sense. Especially the tricky problem of continuity of 
realisations of a random process does not appear any more. 

In this context, a random closed set X is fully characterised by the probabilities 

T (10 = Pr (XnK ¢ 0) for any compact set K (9.8) 

(Choquet's theorem (Matheron 1975». 
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(a) (b) 

Fig. 9.12. (a) Boolean model X '" (a, X') '" X = U {X'x> x E P}. where P is a Poisson process of 
density a and X' is a disc of random radius. (b) Extension of the model to digital functions 

... .. 
(a) 

(b) 

Fig. 9.13. Oil reservoir modeling by a Boolean model. (a) True data corresponding to an outcrop. 
(b) Simulated data with the inferred parameters 

Let us now examine one particular model, namely the Boolean model. It ran
domly models the distribution of random objects drawn in an independent way 
from a base shape that we call primary grain. This model depends on a positive 
real number a, the density of the objects, and a random set X'. A realisation of this 
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model is obtained by taking a realisation of the Poisson process of density a, 
translating at each of its points a realisation of X', drawn in an independent way 
each time and by taking the union of all the realisations of the primary grain 
(Fig. 9.12). 

The problem thus consists in estimating certain parameters of the model in or
der to distinguish different textures. The standard method used is the characteristic 
equation of this model: 

(9.9) 

where X == (a,X') is the Boolean model, V<n) the Lebesgue measurement (hyper
volume), V(ll) the mean value according to the probability distribution of X', and 
K a test compact set. The left hand side can be measured on a family of images. 
Indeed, on account of the ergodicity of the model, only one image is necessary. 
The right hand side can be calculated in the case where K=B (J..) is a ball of radius 
J.. and X' a convex primary grain. In this way we can estimate a, the mean surface 
and the perimeter of X' . . 

In fact, it can be shown that only translation invariant characteristics can be 
computed on the primary grain. Reciprocally, the underlying Poisson intensity and 
any measurement on the shape can in theory be computed (Freteux et al. 1988). 

Fig. 9.14. Dead leaves model of stars. In contrast to the Boolean model, the objects fall sequen
tially and occlude all the underlying objects 
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The next step involves simulating the model with the inferred parameter, con
strained by the available data, like punctual values, mean values over a field, con
nectivity constrains, or others (Lantuejoul 1996, 1999). 

Boolean models have been used in many applications, like oil reservoir mod
eling (Fig. 9.13 (Schmitt et al. 1996)). 

Many other examples of random models exist, like Cox models and Dead 
leaves models (Fig. 9.14). For an extensive review, see Matheron (1975), Serra 
(1982), Stoyan et al. (1987). 



Chapter 10 
Statistical Interpolation Models 

by Hans Wackemagel and Michel Schmitt 

Abstract 

Statistical interpolation methods for irregularly spaced data are reviewed in this 
paper, with a special focus on the geostatistical model. 

Geostatistics subdivides the interpolation of spatial data into two steps: first an 
analysis and modeling of the average spatial variation, then a,spatial regression on 
the interpolation node from sample locations nearby. With a principal variable and 
auxiliary variables, there are several ways to apply geostatistics: 

1. ignoring the auxiliary information (kriging), 
2. including it as a random quantity (cokriging), or 
3. including it as a deterministic quantity (external drift). 

These three strategies are compared with respect to different sampling configu
rations and coregionalisation models. 

Splines have been often compared with kriging techniques. We give a simpli
fied exposition of intrinsic random functions theory and of kriging with a transla
tion-invariant drift. Kriging with a filtering of white noise is then shown to be 
equivalent to smoothing thin-plate splines. 

10.1 Introduction 

Geostatistics was initially coined (in the 1950s) as being an application of statisti
cal methods to geology. Then, with the extension of its application fields to other 
branches of the earth sciences like oceanography or meteorology, it has been de
fined as the application of the theory of random functions to natural science. 
Nowadays, with geostatistics spreading into fields like material science or envi
ronmental analysis, the frame again needed to be enlarged, and geostatistics can be 
conceived as the application of the theory of random functions (or sets) to phe
nomena with a spatial support. 

Gecistatistics offers interesting extensions of objective analysis techniques, as 
they are called in meteorology (Gandin 1963; Chauvet et al. 1976; Thiebaux and 
Pedder 1987). Geostatistics can be used in combination with data assimilation 
(Daley 1991) and especially with Kalman filtering (Huang and Cressie 1996). 
Thiebaux (1997) has attempted a sketch of a unified framework for these different 
techniques. Other new developments of interest in climatological geostatistics are 
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Lagrangian kriging (Amani and Lebel 1997) and kriging in the space of empirical 
orthogonal functions for downscaling (Biau et al. 1999). 

As stated by Kitanidis (1997), "the scope of geostatistics has gradually ex
panded to include applications that traditionally have been addressed using spline 
interpolation methods." Mardia et al. (1996) even qualify spline fitting as "a spe
cial case of kriging." Naturally, this process did not go its way without a reaction 
from the community of spline fans. At some stages, it has led to open polemics: 
Wahba (l990a) versus Cressie (1990); Hutchinson and Gessler (1994) versus 
Dubmle (1984). A summary is given in Cressie (1991, pp 180 - 183). 

In this paper, we first present basic geostatistics and apply it to map Cadmium 
in a region of the Swiss Jura. We then examine kriging with drift as well as dual 
kriging in the framework of IRF-k theory (Matheron 1973), and then discuss the 
equivalence with smoothing thin-plate splines. The presentation draws largely on 
Wackernagel (1998), where a more detailed exposition is found. 

10.2 The Random Function Model 

A limited domain D of space (3D, 2D, lD) or time is studied, constituted of points 
x. At each point xED, we constmct a random variable Z(x). The family of ran
dom variables {Z(x); XED} is termed a random function. A realisation (draw) of 
the random function is called a regionalised variable z(x). 

In applications, we often only possess data (samples) about a single realisation 
of the random function. The epistemological problem of the inference of parame
ters of the random function from a single realisation is resolved by different hy
potheses of stationarity and ergodicity, which are discussed in Matheron (1989). 

D 

+h 

• 

• 

Fig. 10.1. A spatial domain D and two points of D connected by a vector h 
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Fig. 10.2. Diagram of squared differences of pairs of data points as a function of distance in 
geographical space. The data are 259 Cadmium values (mg kg-I) and the distance is in metres. 
The dashed line at the bottom of the graph represents the statistical variance 

10.2.1 The Variogram 

Let h be a vector separating two points in a domain D, as shown on Fig. 10.1. 
We can compare the measured quantity of interest at two locations h apart by 

computing the dissimilarity measure: 

(Z(X+h)-Z(X))2 

2 

where 1/2 is simply a normative constant. 

(10.1) 

These squared differences can be plotted against the distance Ihl separating each 
pair of points. Such a variogram cloud is depicted on Fig. 10.2. 

In the next stage of the analysis of spatial variation, averages are computed for 
distance (and angle) classes hk , as represented on Fig. 10.3. This is the experi
mentalvariogram y * (h k ). 

For linking the experimental variogram to a random function model, a theOl'eti
cal variogram model y (h) is fitted to these values as shown in Fig. 10.4. The 
variogram is the expectation of squared differences of the random function Z(x) of 
which z(x) is a realisation. Based on a hypothesis of stationarity, it depends only 
on the separation vector h: 

y(h) = ±E[Z(X+h)-Z(X)Y (10.2) 
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1. 

0 '0 . 500. 1000. 15 00 . 200 0. 
Distance 

Fig. 10.3. The variogram cloud is subdivided into distance (and angle) classes. Averages are 
computed for each distance class, and the sequence is called the experimental variogram. The 
dashed line represents the statistical variance of the Cadmium data 

The essential aspects of variogram fitting are to model the behaviour near the 
origin and the behaviour at large distances. The behaviour near the origin reflects 

= 1-1 
tn o 

.r! 
~ 

~ <?nugget-effect 

Dis ance 
Fig. 10.4. A theoretical model is fitted to the experimental variogram. The discontinuity at the 
origin is called the nugget-effect 
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the roughness of the regionalised variable. It can be of three types: 

I. continuous and differentiable: the variogram has a parabolic behaviour at the 
origin and is associated with a smooth surface; 

2. continuous but not differentiable: the variogram has a linear behaviour at the 
origin and represents a rough surface; 

3. discontinuous: the variogram shows a discontinuity at the origin and repre
sents a discontinuous regionalised variable. 

At large distances the variogram can either have an asymptotic behaviour or be 
unbounded. In the first case the variogram is equivalent to the classical covariance 
(autocorrelation) function of time series, while in the second case, the variogram 
represents a phenomenon which is not second-order stationary, but only intrinsi
cally stationary (like e.g., Brownian motion). The variogram thus represents a 
larger class of functions for describing spatial variability than the classical covari
ance functions. This is why it is preferred by geostatisticians._ 

Common variogram models are the nugget-effect, spherical, exponential and 
power models. These models can be combined in a nested model, so that many 
different types of behaviour of the experimental variogram can be mimicked. Such 
a combination has been used in the fitting example on Fig. 10.4. A nugget-effect 
models the discontinuity at the origin, which can be due either to micro-scale 
variation or to measurement error. A spherical model with a range of 660 metres 
models the structured part of the data. The fact that the experimental variogram is 
bounded and has a sill roughly equivalent to the statistical variance (Fig. 10.3) 
indicates that the data can be considered as belonging to a realisation of a second
order stationary random function. 

10.2.2 Kriging 

The variogram model is used for constructing a multiple linear regression from 
data locations on a location of interest, where no measurement is available. This 
spatial regression has been called kriging after the mining engineer DG Krige, 
who first proposed it in the early fifties of this century. 
Kriging is a transposition of multiple regression to the context of n random vari
ables Z(x) of which the data values z(xa) are realisations. The regression is per
formed on the basis of the variogram to any arbitrary location Xu in the domain D, 
in order to obtain an estimated value Z * (xo) (for a detailed presentation in this 
spirit, see WackemageI1998). 

As an example the kriging technique is applied to a set of 259 Cadmium data 
from a region in the Swiss Jura (Atteia et al. 1994). Using the variogram model of 
Fig. 10.4, best linear unbiased estimates (BLUE) are computed at any location of 
the geographical domain (excluding areas where no data has been taken). The 
estimates on a 100 m x 100 m grid have been contoured, and the isoline map is 
displayed on Fig. 10.5. 

At each node of the grid, a standard deviation of the estimation error of the 
BLUE of Cadmium has been computed and contoured. The map of the standard 
error for the Cadmium BLUE is shown on Fig. 10.6, on which the data locations 
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Cd* 
Fig. 10.5. Map of estimated Cadmium values (mg kg-I) in a region of the Swiss Jura 

5000. 

4000. 

3000. 

1000. 2000. 3000. 4000. 

Standard error for Cd* 
Fig. 10.6. Error map for estimated Cadmium values in the Swiss Jura. Crosses indicate data 
locations 
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have also been displayed. Because of the significant nugget-effect (micro-scale 
variation and measurement error), the estimation error is high in the immediate 
vicinity of data locations. The map of the standard error should always be deliv
ered together with the map of the estimates, as it shows how much the latter can 
be trusted. 

10.3 Multivariate Geostatistics 

We now tum to the case when measurements of a variable of interest are supple
mented by measurements of one or several auxiliary variables, eventually at diffe
rent and more numerous locations. The general cokriging method and the more 
particular external drift method are presented. The former requires the computa
tion of cross-variograms and their modeling on the basis of a coregionalisation 
model. 

10.3.1 Cokriging 

When data is available for different quantities Zi (i = 1, ... , N), cross-variograms 
between pairs of variables Zi and Zj are defined as cross-products between differ
ences of these variables for a pair of locations separated by a vector h: 

(10.3) 

The theoretical cross-variogram is supposed to be translation-invariant in the 
random function model for a given vector h. Experimental cross-variogram matri
ces for a given set of N variables can easily be fitted with nested models using a 
weighted least-squares algorithm described in Goulard and Voltz (1992). 

The spatial regression based on the multivariate variogram model and on n data 
locations xa is called cokriging. The estimator Zi~ for a particular variable (de
noted by the index io) at an arbitrary location Xo is: 

N ni 

Z;o(;\(j) = }: }:WiaZ;(:\()) (10.4) 
i~l a~l 

The weights wioa for the BLUE are given by the following system of linear 
equations: 

for i = I, ... N; a = 1, ... nj 

(10.5) 

for i = 1, ... N 
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In the lower part of this system, we have N conditions on the sum of the 
weights attached to the ni data locations of each variable Zi; the sums are zero for 
all variables except the variable of interest, and this is expressed by the Kronecker 
delta Diio • In the upper part of the system we have on the right hand the cross
variogram values for the vectors between data points Xa and the location Xa as well 
as between all N variables and the variable of interest. On the left hand we have 
the cross-variograms among all variables for all pairs of data locations; we also 
have Lagrange parameters !-li as a result of minimising with N constraints on the 
weights. 

The variance of the BLUE, called the cokriging variance is computed as: 

N ni 

2: 2: wia Y Ua (xa - xo) + !-lia - Y ioio (xo - xo) 
i=!a=! 

10.3.2 Data Configurations 

(10.6) 

The measurements available for different variables Zlx) in a given domain may be 
located either at the same sample points or at different points for each variable. 
The following situations can be distinguished: 

1. entirely heterotopic data: the variables have been measured on different sets of 
sample points and have no sample locations in common; 

2. partially heterotopic data: some variables share some sample locations; 
3. isotopy: data is available for each variable at all sampling points. 

Entirely heterotopic data poses a problem for inferring the cross variogram or 
covariance model. Experimental cross variograms cannot be computed for entirely 
heterotopic data. Experimental cross covariances, though they can be computed, 
are still problematic, as the corresponding direct covariance values refer to differ
ent sets of points (and sometimes subregions). The value at the origin of the cross 
covariances cannot be computed. 

With partially heterotopic data, it is advisable, whenever possible, to infer the 
cross variogram or the covariance function model on the basis of the isotopic 
subset of the data. 

Actually, heterotopy for spatial data is as much a problem as missing values in 
multivariate statistics (see Example 3.1 in Wackemagel 1998), even if a model is 
built in - between as in the case of geostatistics. 

A particular case of partial heterotopy important for cokriging is when the set 
of sample points of the variable of interest is included in the sets of sample points 
of other variables, which serve as auxiliary variables in the estimation procedure. 

In this case, when the auxiliary variables are available at more points than the 
main variable, cokriging is typically of advantage. 

In cokriging problems with heterotopic data, we can distinguish between 
sparsely and densely sampled auxiliary variables. In the second case, when an 
auxiliary variable is available everywhere in the domain, particular techniques like 
collocated cokriging or the external drift method can be of interest. 
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The question whether cokriging is still interesting in the case of isotopy (when 
the auxiliary variables are available at the same locations as the variable of inter
est) will be examined in the next section. 

10.3.3 Isotopy: Intrinsic Correlation 

Is the multivariate correlation structure of a set of variables independent of the 
spatial correlation? When the answer is positive, the multivariate correlation is 
said to be intrinsic. 

A set of variables is intrinsically correlated if all variograms (direct and cross) 
are proportional to a basic variogram Y (h): 

(10.7) 

The matrix of coefficients bij in such an intrinsic correlation model is equivalent 
to the classical variance-covariance matrix of the data. 

A simple way of checking for intrinsic correlation is to compute principal com
ponents and to inspect the experimental cross-variograms between the principal 
components: if they are zero for all lags h, the data are compliant with the intrinsic 
correlation model (WackemageI1994). 

In case of intrinsic correlation and with isotopic data, cokriging reduces to 
kriging of the variable of interest (Matheron 1979). All cokriging weights in 
Eq. 10.5 are zero for the auxiliary variables (i '" io)' when using a model as in Eq. 
10.7 with isotopic data. 

10.3.4 Coregionalisation Models 

In general the spatial multivariate structure of the data is not intrinsically corre
lated, and the next simplest model, which has proven adequate in many case stud
ies, is the linear model of coregionalisation, which is associated with nested cross
variograms: 

s 
Yij(h) = 2>UijYll(h) (10.8) 

ll~O 

where y,,(h) are variogram functions characterising different spatial scales of index 
u and bUij are the variances (i = J) or covariances (i '" j) between the variables at 
these scales. 

A f'airly recent development is the bilinear model of coregionalisation, which 
allows the description of systems for which the cross-covariance functions, are not 
even (Grzebyk and Wackemagel1994; WackemageI1998). 
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10.3.5 Heterotopy: External Drift 

An interesting case of partial heterotopy is when we have a main variable Z(x) 
known at a few locations in the domain (e.g., meteorological stations) and an 
auxiliary variable sex) measured everywhere (e.g., topography). 

The auxiliary variable sex) will enter the kriging system as a deterministic 
quantity (i.e., drift). The system for determining the weights wa attached to the 
values of Z(x) at data locations Xu is the following: 

i Wf3y(x a -xf3)+.uo +/lIS(Xa) 
13=1 

11 

~wf3 = 1 
13=1 

i W f3s(Xf3) 
13=1 

S( Xo) 

1, ... ,n 

(10.9) 

In this system we need only the values s(xa ) at the locations Xu where Z is 
available, as well as the value s(xo) at the estimation location. A successful appli
cation of the external drift method to temperature data is discussed in detail in 
Hudson and Wackernage1 (1994). 

10.3.6 Heterotopy: Collocated Cokriging 

An alternative to the external drift approach is collocated cokriging, where we 
consider the auxiliary variable Sex) as a random function (denoted by a capital 
"S"). We now need also the variogram of Sex) as well as its cross-variogram with 
Z(x). The cokriging system is of the form (10.5). The adjective collocated refers to 
the neighbourhood of data used, which is the same as in the external drift ap
proach: we take for Sex) the values co-located with the data locations of Z as well 
as the value co-located with the location Xo at which we would like to estimate Z 
(see Wackernagel 1998 for details). For further details see Wackernagel (1998) 
and Chiles and Delfiner (1999). 

10.4 Non-Stationary Model 

We will shortly develop the non-stationary model of geostatistics in the frame
work of intrinsic random functions of order k and then make the link between 
kriging and smoothing splines for the particular case of thin-palte splines. Splines 
in their statistical formulation are an interesting competitor of geostatistical meth
ods. 
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10.4.1 Intrinsic Random Functions of Order k 

We consider a non-stationary random function Z(x), called an intrinsic random 
function of order k (IRF-k): 

(10.10) 

consisting of a deterministic part mk (x), representing the drift as a k-th order poly
nomial, and a random part Zk (x) with an associated generalised covariance K(h). 
The polynomial of order k is a linear combination of functions!; (x) of the coordi
nates with coefficients a] 

L 

mk(x} = }: aJk(x} (10.11) 
I~O 

The L + 1 basis functions!; (x) need to generate a translation invariant vector 
space. It can be shown that only functions belonging to the class of exponentials
polynomials fulfill this condition. 

For example, in two spatial dimensions with coordinate vectors x = (x], xj", 
the following monomials are often used 

1, hex) = Xl' f2(X} = x2, 
(Xl?' f4(X) = X I 'X2, fs(x} = (X2?' 

(10.12) 

which generate a translation invariant vector space. Trigonometric functions also 
belong to this class as explained in Seguret and Huchon (1990). 

With estimation problems in mind we consider weights wa ' which interpolate 
exactly the terms al!;Cx) of the drift polynomial 

n 

}:waalh(Xa) = adl(xO)' (10.13) 
a~[ 

Obviously the coefficients a, are redundant and can be dropped for the interpo
lation of the basis functions heX). 

With weights constrained as 

n 

}: wafi(xa) = fi(xo) for 1= O, ... ,L (10.14) 
a~l 

for any linear estimator 

n 

z*(xo) = }:waz(xa)' (10.15) 
a~l 
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the estimation error vanishes on average 

(10.16) 

By introducing a weight wa = -1 

11 

.Lwafi(xa) o for 1= O, ... ,L (10.17) 
a~O 

and we can write 

(10.18) 

where the weights of zero sum filter the translation-invariant drift. 
The covariance function of an intrinsically stationary random function of order 

k is called a generalised covariance function K(h). The variance of any linear 
combination of values Zk(Xu ) with weights constrained to 

o for 1= O, ... ,L (10.19) 

equals 

E[ Ct '",,2, (x" l)' 1 
(10.20) 

}: }:WaWf3K(Xa -x f3 ) 
a~Of3~O 

A generalised covariance is a k-th order conditionally positive definite function 

n (10.21) 

for .Lwaf,(xa)=O, I=O, ... L 
a~O 

From this definition we see that the negative of the variogram, -y (h), is the 
generalised covariance of an intrinsic random function of order zero. Increasing 
the order k puts more restrictions on the weights but enlarges the class of possible 
covariances. The theory of intrinsically stationary random functions of order pro
vides a generalisation of the random functions with second order stationary incre-
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ments, which themselves were set in a broader framework than the second order 
stationary functions. 

The inference of the highest order of the drift polynomial to be filtered is usu
ally performed using automatic algorithms, a procedure which we shall not de
scribe here (see Chiles and Delfiner 1999, for details). 

A popular generalised covariance is the polynomial model 

k 

Kpo/(h) = .Lbll(-I)"+!lhI211+! with bu ~O (10.22) 
u=o 

The conditions on the coefficients bll are sufficient. Looser bounds on these co
efficients are given in Matheron (1973). 

The polynomial generalised covariance model is a nested model, which has the 
striking property that it is built up with several structures having a different be
haviour at the origin. For linear drift (k = 1), the term for u = 0 is linear at the 
origin and is adequate for the description of a regionalisect v-ariable, which is con
tinuous but not differentiable. The term of the polynomial generalised covariance 
for u = 1 is cubic and thus appropriate for differentiable regionalised variables. 

If a nugget-effect component is added to the polynomial generalised covariance 
model, discontinuous phenomena are also covered. This extended polynomial 
generalised covariance model is flexible with respect to the behaviour at the ori
gin, and well suited for automatic fitting. 

10.4.2 Kriging with Drift 

For kriging a non-stationary random function Z(x) at an arbitrary location Xo of the 
spatial domain we take a linear combination of weights OJ a with data at locations 
xa: 

(10.23) 

We want no bias 

E[ Z(xo) - Z*(xa)] o (10.24) 

which yields 

fl 

m(xo)- .Lwam(xa) o 
a=! (10.25) 

and 
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(10.26) 

As the a l are nonzero, the following set of constraints on the weights Wa emer
ges 

for == O, ... ,L (10.27) 

For the constant function/o(x), this is the usual condition 

1 (10.28) 

Developing the expression for the estimation variance, introducing the con
straints into the objective function together with Lagrange parameters {l/ , and 
minimising, we obtain the kriging system 

f~IWf3K(xa -xf3)- ~{llfi(Xa)=K(Xa -xo) for a = 1, ... ,n 

±Wf3fi(xf3)=.ti(xo) for 1= O, ... ,L 
f3=I 

(10.29) 

and in matrix notation 

(10.30) 

where K is the matrix of generalised covariances K(xa - xB) between data loca
tions, while k is the vector of generalised covariances K(xa - xo) between data 
locations and the estimation point. 

For this system to have a solution, it is necessary that the matrix 

(10.31) 

is of full column rank, i.e., the column vectors fl have to be linearly independent. 
This means in particular that there can be no other constant vector besides the 
vector fa. Thus, the functions.ti (x) have to be selected with care. 



Section lOA . Non-Stationary Model 199 

10.4.3 Dual Kriging 

We now examine the question of defining an interpolation function based on the 
kriging system. The interpolator is the product of the vector of samples z with a 
vector of weights w x' which depends on the location in the domain 

z*(x) = z'w x 00.32) 

The weight vector is solution of the kriging system 

(10.33) 

in which all terms dependent on the estimation location have been subscripted 
with an x. In this formulation we need to solve the system each time for each new 
interpolation location. As the left hand matrix does not depend on x, let us define 
its inverse (assuming its existence) as 

(10.34) 

The kriging system is 

(10.35) 

The interpolator can thus be written 

(10.36) 

Defining b' = z'T and d' = z'U, the interpolator is a function of the 
right hand side of the kriging system 

(10.37) 

Contrary to the weights w x' the weights band d do not depend on the target 
point x. 

Combining the data vector z with a vector of zeroes, we can set up the system 

(~~ ~) (0) = (S) 00.38) 

which, once inverted, yields the dual system of kriging 

(10.39) 
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There is no reference to any interpolation point x in this system: it needs to be 
solved only once for a given region. 

It should be noted that when the variable to investigate is equal to one of the 
deterministic functions, e.g. z(x)= ft(x), the interpolator is z* (x) = wrf,. As the 
weights are constrained to satisfy wrf, = fi(x) we see that z*(x) = ft(x) = z(x). 
Thus the interpolator is exact for it (x). This clarifies the meaning of the con
straints in kriging: the resulting weights are able to interpolate exactly each one of 
the deterministic functions. 

10.4.4 Splines 

The mathematical spline took its name from the draftmen' s mechanical spline, 
which is "a thin reedlike strip that was used to draw curves needed in the fabrica
tion of cross-sections of ships' hulls" (Wahba 1990b). We shall restrain discussion 
to the case of smoothing thin-plate splines. A generaLframework for splines (with 
an annotated bibliography) is presented in Champion et al. (1996). The equiva
lence between splines and kriging is analysed in more depth in Matheron (1981) 
and Wahba (1990b). 

The model for the smoothing splines can be written as 

z(x) = <1>(x) + Y(x) (10.40) 

------- -------smooth white noise 

where <1>(x) is uncorrelated with the white noise (i.e. nugget-effect) component 
Y(x). The term <1>(x) is estimated by a smooth function g minimising 

(10.41) 

with Jig) a measure of roughness (in terms of pth degree derivatives) and A> 0 a 
smoothing parameter. 

The g(x) function is written as the sum of two terms 

II L 
g(x) = ~ba1jJ(x-xa)+ ~d,it(x) (10.42) 

a=! '=0 

where 

(10.43) 

is a p-1 conditional positive definite function (in geostatistics this generalised 
covariance is known as the spline covariance model). 

The weights ba and d[ are the solution of 
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(10.44) 

This system is equivalent to the dual kriging system (10.39). In the random 
function model we can understand the term AI as a nugget-effect (white noise) 
added to the variances at data locations, but not to the variance at the estimation 
location. 

So, in geostatistical terms, the system (10.44) represents a filtering of the nug
get-effect component on the basis of a non-stationary linear model of regionalisa
tion (see Wackemagel1998, p 119). 

In the spline approach, the parameters are obtained by generalised cross vali
dation (GCV), which is a predictive mean square error criterion (leave-one-out 
technique) to estimate the degree p = k + 1 of the spline and the smoothing pa
rameter A. 

Synthetic examples are discussed in Wahba (1990) on pages 46 - 47 and 48 -
50. Dubrule (1984) presents an example from oil exploration from the point of 
view of geostatistics. Hutchinson and Gessler (1994) have treated the same data 
set with splines and show that they can obtain equivalent results; in particular, 
they provide prediction errors from a Bayesian model, which are analogous to the 
kriging standard deviations. 

Kriging is usually considered in the atmospheric sciences as a variant of objec
tive analysis. The equivalence between objective analysis and splines is discussed 
in detail in Bennett (1992), with examples from oceanography, using traditional 
covariance functions instead of generalised covariance functions. 

10.5 Conclusion 

We have introduced only a few concepts of linear geostatistics in this paper. Other 
techniques of interest are geostatistical simulations (Armstrong and Dowd 1994) 
or non-linear geostatistics (Rivoirard 1994). A very complete reference text on all 
aspects of geostatistics has been published by Chiles and Delfiner (1999). Geosta
tistical space-time models are reviewed in Kyriakidis and Joumel (1999). 

Concerning the relation between splines and kriging, we have seen that 

• geostatistics models explicitly the autocorrelation K(h) with respect to a poly
nomial drift of order k; 

• splines infer the smoothness parameter A and the degree p = k+ 1 by generalised 
cross-validation; 

• smoothing splines are equivalent to kriging with a translation-invariant drift 
filtering noise. 

The analysis of the relations between both approaches can provide many useful 
insights, especially in a more abstract framework of presentation than the one 
adopted here. With a view on statistical data analysis let us conclude like Cressie 
(1991), stating that our "preference is with kriging's obligatory spatial-dependence 
assessment and its automatic calculation of mean-squared prediction errors." 



Chapter 11 
Statistics - an Indispensable Tool in 
Dynamical Modeling 

by Hans von Storch 

Abstract 

The role of statistical analysis in the process of establishing and utilising ocean 
and other environmental models is discussed. A general state space model ap
proach is adopted. In "quasi-realistic models," statistical thinking is encoded in the 
parameterisations and is required for extracting experimental evidence and for 
validation. Data assimilation techniques are used to systematically combine obser
vational evidence and quasi-realistic models. While quasi-realistic models serve as 
complex substitute reality, is dynamical knowledge represented through simplified 
models. These "cognitive" idealised models have to be fitted to observational data 
when adapted to real situations. 

11.1 Environmental Research 

As outlined in a lecture of this school (von Storch 2000), two fundamentally dif
ferent types of mathematical models are used in environmental research. One sort 
is "quasi-realistic," and is supposed to be a substitute reality, within which the 
otherwise impossible experiments can be conducted. A few decades earlier, such 
models were often mechanistic, but most of these apparata have now been re
placed by mathematical models (Stindermann and Vollmers 1972). They are also 
used to extra- and interpolate in a dynamically consistent manner the sparse ob
servations, so that spatially and temporally high resolution analyses of the sys
tem's state are constructed. A representative of this type are 3-D models of the 
North Sea with a resolution of a few tens of kilometers, simulating explicitly an 
array of processes such as advection, mixing, tides, bottom stress, wind stress, air
sea interaction and the like (e.g., Kauker 1999). The other type of model, named 
here "cognitive," is highly simplified and idealised. Because of its reduced com
plexity, such a model constitutes "knowledge." An example of this type of model 
is Frankignoul' s model of the variability of the mixed layer depth (Frankignoul 
1979). Both types of modeling require the use of statistical thinking, both in terms 
of design as well as analysis. 

The present paper is a discussion about the different roles of statistics in de
signing and using these models. Throughout this discussion, we make use of the 
formalism of state space models (Sect. 11.2). In Sect. 11.3, the role of statistics in 
quasi-realistic modeling is considered: parameterisations, forecasting, simulation 
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and numerical experimentation, and data analysis. Several examples, ranging from 
the specification of high frequency wind fluctuations used in wave modeling, 
hindcasting storm surge statistics over 40 years, and simulating the impact of 
increased atmospheric carbon dioxide concentrations on storm surge statistics are 
presented. In Sect. 11.3 the role of statistics for "cognitive" models is discussed; 
first the general concept of Principal Interaction Patterns is introduced, and an 
example of a Principal Oscillation Pattern Model of wave dynamics along the 
Pacific equator is presented. 

11.2 State Space Models 

Here, we introduce as a kind of overarching general view the concept of state 
space models. 

We describe our system with a state variable, represented by an m-dimensional 
state vector rfJI. Often, this state vector can not be obserVed, sometimes because of 
lack of suitable sensors, but also because space-time continuous observations are 
not doable. The dynamics of this state variable are described by a system of dif
ference equations with the dynamics F. 

(11.1) 

The dynamics depend on a set of free parameters a = (aI' ab .. . ); the fact that 
the dynamics are only approximately known as well as the fact that seemingly 
random effects act upon our system is taken care of by £. Of course, the dynamics 
may generate internal noise as well. The dynamics F may be derived from theo
retical arguments, such as the conservation of momentum or mass, or after an 
empirical fit. 

Even if rfJr is not observable in its entirety, some empirical evidence will be 
available, for instance at some locations and at some times, or as indirect evidence 
from proxy information such as lake waves. If these observations are combined 
into an observation vector WI , we have an observation equation that relates the 
state variable to the observed variables 

(11.2) 

Again, the observation equation is not exactly satisfied; there may be measure
ment uncertainties with respect to the value or to location and timing; also the link 
may be a bit fuzzy as in case of proxy data. The operator P is usually not inverti
ble. 



Section 11.3 . Statistics and Quasi-realistic Models 205 

11.3 Statistics and Quasi-realistic Models 

In this section we deal with quasi-realistic models, i.e., numerical models that 
incorporate all processes of first, second and sometimes third order. The level of 
complexity of such models is usually limited by the available computer power. 

We discuss the problem of parameterisations, of analysing the output from 
quasi-realistic models and the problem of how to estimate the trajectory of an 
open system with the help of a quasi-realistic model and observational data. 

11.3.1 Parameterisations 

In the design of quasi-realistic models, such as GeM-type global or regional 
ocean models, the unavoidable truncation of the basic dynamical equations, neces
sitates the introduction of parameterisations of sub-grid scale processes (cf. von 
Storch et al. 1999). Such processes, such as the turbulent layers of the ocean at the 
surface and at the bottom, take place on scales too small to be resolved, but have a 
significant impact on the dynamics of the state variables such as the stream func
tion. Therefore their effect on the resolved scales is considered to be partially de
termined by the configuration given at grid size scale (von Storch 1997). In the 
state space formalism, the fitting of parameterisations means to specify some of 
the unknown parameters a. 

To allow for formalisation, let us write the state variable ¢ as a sum of the 
large-scale resolved component ifJ and an unresolved part ifJ' 

Then, our basic differential equations 

aifJ = F(ifJ) 
at 

with the "dynamics" F is replaced by 

aifJ 
- = F (ifJ) at III 

(11.3) 

(11.4) 

(11.5) 

with a modified operator FAx resulting from the full operator F after introducing a 
truncated spatial resolution Ax. In general, this operator may be written as 

(l1.6) 

with an operator F' describing the net effect of the sub grid scale variations rep
resented by ifJ'. With this set-up, the system (5) is no longer closed and can there
fore no longer be integrated. For overcoming this problem, conventional ap
proaches assume that the "nuisance" term F' ~ ifJ' ) is either irrelevant, i.e., 
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F'(rp') = 0 (11.7) 

or may be parameterised by 

( 11.8) 

with a dynamically motivated function Q. For the specification of this function, 
usually a number of parameters are to be determined. This is mostly done by sta
tistically fitting Eq. 11.8 to data from observational campaigns. 

While both specifications (11.7 - 8) return an integrable Eq. 11.5, they both 
have to assume that the local scale acts as a deterministic slave of the resolved 
scales. However, in reality there is variability at local scales unrelated to the re
solved scales. Thus, Eq. 11.5 should take into account that F'(tjJ') can not com
pletely be specified as a function of rp, but that formulation (11.5) should be re
placed by 

F'(rp') - S(a) (11.9) 

with a random process S with parameters a which are conditioned upon the 
resolved state rp: 

(11.10) 

When the mean value Il( rp) is the only parameter in the vector a, which de
pends on rp, then the distribution S may be written as 

(11.11) 

with a conditional mean value III rp) and a random components with zero mean 
value (£(S') = 0) and uncertainty unrelated to the resolved scales. Specification 
(11.8) equals specification (11.11) if S' = 0 and 1l(;P) = Q(;P). 

The role of statistics here is to first suggest a suitable distribution S, and later 
to condition the free parameters a in. a manner such that observed or otherwise 
physically meaningful relationships are approximately satisfied. These parameters 
often include parameters such as means, variances and lag correlations or spectra. 

A comparison of a randomised parameterisation with a conventional param
eterisation has been provided by Bauer and Weisse (2000), who ran the ocean 
wave model W AM for an extended period of 6 months with analysed winds. 
These winds are available only every 6 hours. Usually the variability within these 
6 hours, related to various high-frequency meteorological events such as passage 
of fronts and the associated gustiness is disregarded, and the wind is either kept 
constant or, as in the present case, linearly interpolated. 
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Fig. 11.1. Spectra of wind speeds at Ekofisk; time resolution 20 min (i.e., the abscissa of 9 corre
sponds to 9 x 20 min = 3 hours), units: (m/s) 2 x 20 min. A is thespectrum of the original se
ries, B is for the 6 hourly wind speed with randomised interpolation arid C with linear interpo
lation. 
From Weisse and Bauer (pers. comm.) 

In their study, Bauer and Weisse considered the linear interpolation as the 
"conditional expectation" parameterisation (11.8) of short term atmospheric fluc
tuations. A randomised version was constructed from time series of wind observa
tions every 20 minutes. It returns for any instantaneous pair of wind speeds 6 
hours apart a consistent series of 20 minutes wind speeds. This constitutes their 
"randomised parameterisation" (11.11). The success of the random number gen
erator is demonstrated in Fig. 11.1, displaying three auto spectra. One spectrum 
(A) is from the original series observed every 20 min. In the other two spectra, 
first a wind speed was sampled every 6 hours, and then either linearly interpolated 
(C) or random numbers were inserted (B). The spectra are very similar for time 
scales longer than 6 hours (corresponding to an abscissa of 18); the linear inter
polation causes a severe underestimation of the high-frequency variance, which is 
entirely recovered by the randomised parameterisation. 

The effect of the two different formulations of high-frequency wind variations 
on the statistics of ocean waves was analysed in terms of the distribution of wave 
heights every 20 minutes within 3 days. For each interval of three days, the 6th 
largest wave height is determined, i.e., the 97% from the sample of 216 wave 
height values within three days. The time series of these 97% quantiles for 60 
consecutive 3-day intervals for the two W AM simulations is displayed in Fig. 
11.2. Obviously, the two time series are very similar, so that the presence of short 
term fluctuations does not induce significant low-frequency variations; thus, the 
randotnised parameterisation is not required for the simulation of the overall sta
tistics. However, a closer inspection reveals that the distributions are shifted to 
taller waves (not only in terms of 97% quantiles but also 50% quantiles); that is, 
the presence of high-frequency variations may increase the height of extreme 
values by a few decimeters. 

It seems that while a "randomised parameterisation" (11.9) is theoretically at
tractive, in most applications the additional introduction of variability is inconse-
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8 

Fig. 11.2. Time series of 97 % quantiles of significant wave height at 30oN, 300 W calculated for 
consecutive 3-day intervals. The solid line is from the run with linearly interpolated winds, and 
the dashed curve from the ' simulation with a randomised specification. Units: m/s. Abscissa: 
number of 3-day long intervals. 
After Bauer and Weisse (2000) 

quential, because the dissipative mechanisms of the models efficiently remove 
variability on the smallest scales. However, experiments with an Energy Balance 
Model (von Storch et al. 1999), an idealised ocean model (Timmermann 1999) 
and high-frequency wind forcing of a wave model (Bauer and Weisse 2000) dem
onstrate the potential of this approach. 

11.3.2 Analyzing Integrations of Quasi-Realistic Models 

When quasi-realistic models are integrated, the purpose may be forecasting, 
simulation or executing a numerical experiment. 

11.3.2.1 Forecasting 

Forecasts, like the prediction of stream flows in rivers, are made to provide users 
with timely information to allow for 'adaptation to a changing environment. This 
information is usually a point-value, such as a river level at a given time, or an 
interval, such as a temperature range, or a probability, such as the probability for 
rain on a given day. The information provided by a single forecast is easy to grasp, 
but the information provided of the forecast system needs a statistical analysis of 
the predictive skill, concerning the frequency of hits or the expected error (Mur
phy and Epstein 1989). Sometimes efforts are made to add to the prediction of 
state variables a prediction of the skill of the forecast itself. 

In terms of the state space model, forecasting means to first determine "initial 
states" by suitably solving the observational Eq. 11.2 and then integrating the state 
space Eq. 11.1 forward in time. From the large-scale forecast, local forecasts are 
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derived from "model output statistics" (Klein and Lahn 1974), which amount to 
invoking another observation model. In most cases, the uncertainty terms [; and (j 

are disregarded, but not always. 

11.3.2.2 Simulations 

Simulations are made to generate a quasi-realistic extended trajectory of the con
sidered system. Often, it is simply impossible to observe with sufficient spatial 
and temporal resolution the development of the system. For instance, a high reso
lution current field of the North Sea can not determined from observations, let 
alone for an extended time. Then, it is advisable to run a quasi-realistic model 
instead. However, the result of this model is highly complex, not as complex as 
reality, but in practical terms much too complex to grasp the wide range of phe
nomena and their dynamics. Thus, the evaluation of a simulation requires the 
skillful statistical analysis of the output of such a model. ~Without such an analy
sis, the researcher can only' consider a limited number of events, analyse these 
events in terms of the processes involved, and compare them with observations. 

An important aspect with such simulations is the validation of the models. 
There are cases where models have shown sensitivities, mainly because the mod
els replicate not the real system but somewhat different, overly sensitive systems. 

Fig. 11.3. Integration area in Langenberg's study. The black line indicates the location of the 
considered 270 near-coastal water level variations 
From Langenberg et al. (1999) 
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Fig. 11.4. Observations model, relating near coastal water level (horizontal axis) to shore-line 
water level (vertical axis), for Langenberg's 2-D North Sea model 

In terms of the state-space model, simulations are done by integrating Eg. 11.1, 
mostly by disregarding the E-tenn. Confinnation is done by invoking an observa
tional model (11.2) and comparing the estimated w-values with observations. 

Examples of such simulations are numerous; one such example is from Lan
genberg et al. (1999), who ran a model of the hydrodynamics of the North Sea 
over 40 years. They analysed changes in the time-mean and in the intra-annual 
statistics of coastal sea level. Their model F was a 2-D barotropic model of the 
North Sea (Fig. 11.3). This model simulates water levels in the interior of the 
North Sea and in the near-coastal area. Observations, on the other hand, are avail
able on shore locations only. With help of a tide gauge, an observational model P 
was designed (Fig. 11.4). Water levels at the shore-line are for moderate water 
level variations about 1.1 times the off-shore water levels; the amplification in
creases for water levels larger than 50 cm above normal. 

Figure 11.5 displays the result of this simulation. Since observational models 
are available only for a few locations where tide gauges exist off-shore, unproc
essed sea level trends are shown. The heavy line represents the change in the 
winter mean, which is of the order of 2 mm/year along the eastern coast and negli
gible along the western coast. Thus, within 1955 - 93, the mean sea level has risen 
due to changing meteorological conditions by about 8 cm. The intramonthly 90% 
guantiles, representative for stonn activity, has remained practically stationary. 

11.3.2.3 Numerical Experimentation 

Quasi-realistic models, which have been tested in simulations of the historical 
record, may also be used to test the system's sensitivity to changes of boundary 
conditions, forcing functions and internal processes. One simulation is done with 
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Fig. 11.5. Trends of winter means (heavy line) and winter 90% quantiles (light line) of winter 
high tide levels for 270 near-coastal locations along the North Sea coast (as indicated in Fig. 
11.3) simulated in a 1955 - 93 model integration. Units: cm/year. From Langenberg et al. (1999) 

"control" conditions, and others with a limited number of factors modified in a 
perfectly controlled manner. In this way, the effect of the "treatment" may be 
examined. Like in medical research, a statistical analysis of the outcome of such 
an experiment is often required because of the inherently noisy character of envi
ronmental systems. Usually, decision rules are required to reject null hypotheses, 
"treatment has no effect," with a given risk. 

These "treatments" may be dramatic as the effect of opening the Central 
American Isthmus in Panama (Maier-Reimer et al. 1990), but may also feature 
different parameterisations of the cirrus clouds (Lohmann and Roeckner 1995), or 

0.0 

-5.00 30 60 90 120 150 180 210 240 270 
Coast Points 

Fig. 11.6. Change of winter 90% quantiles of winter high tide levels for 270 near-coastal loca
tions along the North Sea coast (as indicated in Fig. 11.3) from today to the time of expected 
doubling of atmospheric CO2 concentration, in cm. Shaded area: 95% confidence inter
val for present natural variability; heavy line: expected anthropogenic change. 
From Langenberg et al. (1999) 
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specific aspects such as the effect of an accelerated weather stream on the wave 
statistics (Bauer et al. 2000). 

In the following we briefly sketch the outcome of an experiment with the North 
Sea model mentioned above, dealing with expected changes of coastal sea level 
statistics associated with the expected ongoing increase of atmospheric green
house gas concentrations (Langenberg et al. 1999). In this case, two atmospheric 
model runs had generated quasi-realistic 5-year sequences of weather, representa
tive for present day conditions and for the year 2050, when atmospheric CO2 lev
els are expected to have doubled. These forcing fields were used in two 5-year 
simulations with the above mentioned 2-D North Sea model, and changes in the 
intra-monthly 90% quantiles calculated. These changes were compared with the 
range of variations to be expected (at least in the framework of the model) in the 
present climate regime. For the coastal points displayed in Fig. 11.3, this range of 
variations is displayed as 95% confidence intervals in Fig. 11.6, and the simulated 
change of storm surge statistics as a solid line. Obviously, the simulated change 
varies within the 95% confidence band, indicating that the treatment "modified 
atmospheric composition" has little effect on the statistics of storm surges along 
the North Sea coast. I 

11.3.3 Merging Dynamical Knowledge and Observational Evidence 

A standard exercise is the determination of parameters a in the state space Eq. 
11.1. In that case, the observational evidence w is usually a series of statistics, 
such as spatial variances, and the parameters are determined such that 

(11.12) 

where EO represents the expectation operator. In practical cases, only a limited 
number of observations is available, and the usual statistical assumptions about 
stationarity and ergodicity have to be made before reasonably replacing the ex
pectation operator by a finite sum. The minimisation can be achieved by varia
tional methods. Among many others, an example related to the diffusion in the 
ocean is provided by Schroter and Wunsch (1986), for nutrient transports in rivers 
by Biilow et al. (1998). 

Another problem is that of the operational, consecutive analysis of spatial dis
tributions. This procedure has been developed in weather forecasting, where good 
knowledge about the (initial) state of the atmosphere is mandatory for a good 
weather forecast. Therefore, the routine measurements taken from radio sondes, 
weather stations etc., are blended with a recent forecast. In this way, a complete 
3-D analysis of the state of the atmosphere is obtained, which is then used as the 
initial state for a forecast. The forecast for the next analysis time serves as the 
"first guess" to be blended with the new observations. 

I Note that the effect of an overall increase of the ocean's volume, due to thermal expansion and 
changes of the mass of glaciers and ice sheets is not included in this analysis. 
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A large number of different techniques have been developed in the past; an 
overview, illustrated with examples, is provided by Robinson et al. (1998). The 
above sketched consecutive approach can be seen as a kind of Kalman filter (e.g., 
Honerkamp 1994, or Jones 1985) with a state model (11.1) and an observation 
model (11.2). With the state model a forecast 

(11.13) 

is prepared, from which consistent observations w! are estimated with the help of 
the observation model: 

(11.14) 

These estimated values are compared with the actual observations WI and a fi
nal "best estimate" <PI is determined as linear combination 

(11.15) 

with a suitable operator K, which depends on the covariance matrices of the 
noise terms E and () in Eq. 11.1 - 2. 

11.4 Reduced "Cognitive" Models 

As already discussed, are quasi-realistic models are too complex to allow for un
derstanding, in much the same way that simply looking at environmental phenom
ena without a-priori theoretical reasoning is rarely a means of understanding the 
underlying mechanisms. Therefore, certain conceptual "models" of the phenom
ena are usually set up and data are checked to the extent they are consistent with 
the conceptual model. The conceptual model is an idealised description of the real 
situation, stripped down to a few relevant processes and their interaction. When 
supported by empirical evidence, the conceptual model embodies "understand
ing." 

"Conceptual model" means that the functional from of dependencies is fixed, 
but that certain parameters are left to be fitted to the data. They may formally 
expressed in terms of Principal Interaction Patterns, as introduced by Hasselmann 
(1988). The concept has been implemented fully only in a few cases (e.g., Kwas
niok 1996; Achatz and Schmitz 1997), but simpler cases such as Principal Oscil
lation Patterns (von Storch et al. 1995) and regressions techniques are abundant in 
the literature. 
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11.4.1 Principal Interaction Patterns"' 

To formalise the PIP concept, we assume that the full system is represented by a 
state space model (11.1) and a linear observation equation (11.2) for the observed 
variables OJ, 

k 

OJt = P¢t + noise = 2- pj¢t + noise. 
j~1 

(11.16) 

with the row vectors pj forming the matrix P - being the Principal Interaction 
Patterns, spanning a low-dimensional state space. In the state space equation 
¢t+1 = F(¢t,ci.,t) + to the operator F represents a class of models that may be 
nonlinear in the dynamical variables ¢t and depends on a set of free parameters 
a = (a1,a2, ... ). 

Different from the data analysis and model verification problem, the dimension 
k of the state variable ¢ is considered to be much smaller than the dimension of 
the observations m. Indeed, k is usually of the order of 20 or much less. Matrix P 
generally has many more columns (m) than rows (k). The system equations 11. I 
therefore describe a dynamical system in a smaller phase space than the space that 
contains (0 t . 

The error-term f in (11.1) is considered here a noise term. It is often disre
garded in nonlinear dynamical analyses. However, disregarding the noise in low
order systems (k < 20) usualIy changes the dynamics of the system significantly, 
since the low-order system is a closed system without noise (cf. Timmermann 
1999; von Storch et al. 1999). However, components of the climate system, such 
as the tropical troposphere or the thermohaline circulation in the ocean are never 
closed; they continuously respond to "noise" from other parts of the climate sys
tem, hence the noise term. It is doubtful if the fundamental assumption, namely 
that the low-order system is governed by the same dynamics as the full system, is 
satisfied when the noise is turned off. 

When fitting the state space model from Eq. 11.1, 11.16 to a time series, the 
following must be specified: the class of models F, the patterns P, the free pa
rameters a and the dimension of the reduced system m. The class of models F, 
must be selected a priori on the basis of physical reasoning. The number m might 
also be specified a priori. The parameters a and the patterns P are fitted simulta
neously to a time series by minimising the mean square error s[P;a] of the ap
proximation of the (discretised) time derivative of the observations OJ by the state 
space model: 

(11.17) 

3 Following the presentation in von Storch and Zwiers, 1999, Section 15.5. 
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11.4.2 Principal Oscillation Pattern Analysis' 

A standard "cognitive model" is the identification of nonnal modes or "waves" in 
geophysical fluid dynamics. In one approach, the basic equations are simplified 
and linearised until they may be fonnulated as 

(11.18) 

where A is the "system's matrix" and E the error introduced by the manipulations. 
The eigenvectors of the matrix A are the nonnal modes. Typical examples for such 
modes are all sorts of "waves", as for instance Kelvin waves. 

Besides this entirely dynamical approach, there is a statistical variant of Eq. 
11.18, namely when then matrix A is not derived from dynamical reasoning but 
fitted to data. In that case E is usually considered to be white noise. Then Eq. 11.18 
describes a discrete multivariate first-order autoregressive process.s The system 
matrix A may be estimated through 

(11.19) 

where L and denote Ll the lag-O and lag-l covariance matrices of w, which are 
easily calculated from the data. The eigenvectors of this estimated matrix A are 
the Principal Oscillation Patterns (POPs). Each state w may then be expanded, or 
approximated by the POPs e k • 

(11.20) 

The ¢k are the POP coefficients, and represent the dynamical state of the sys
tem: 

(11.21) 

where Ak is the eigenvalue of A belonging to e k. E k is the noise projected into 
the subspace spanned by the POPs. 

Note that Eq. 11.20 is an observation equation (11.2) and (11.21) a state equa
tion (11.1). 

The POP analysis is illustrated by an application to equatorial variability (von 

4 Following von Storch (1993). 
S The relation between empirical and dynamical modes has been investigated by Schnur et al. 

(1993), who calculated from quasi-geostrophic theory the dynamical modes describing the ex
tratropical atmospheric variability, and also used the POP approach on a long sequence of 
analysed geopotential height data. The spatial and temporal characteristics of the most signifi
cant POPs were very similar to the most unstable waves in the stability analysis, but the POPs 
also identified modes representative of the evolution of finite-amplitude waves. Thus, the 
POPs appear to be useful descriptors of the variability in cases where the dynamics were com
plex. 
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Fig. 11.7. Amplitude time series of two POP modes identified in the daily intraseasonal variabi
lity monitored by three Equatorial moorings at 165°E, 1400 Wand llOoW. The left curve refers to 
the 120 day mode, and the right one to the 65 day mode. The amptitudes are normalised to stan
dard deviation one. The years are given as May to April intervals (thus "1984" represents the 
time from May 1984 until April 1985). From von Storch (1993) 

Storch 1993). The goal was to investigate the modes of intraseasonal variability in 
7 years of moored measurement in the upper equatorial Pacific ocean (Hayes et a1. 
1991), Oscillatory modes were searched for by using a POP analysis of daily aver
ages of horizontal current at three equatorial locations, 16SOE, 1400 Wand 11OoW, 
for various depths, 

The data were first filtered by an EOF analysis to suppress small scale noise, 
and the EOF coefficients filtered in the time domain to eliminate the variability on 
periods larger than about half a year. The POP analysis then yielded two oscillato
ry modes (complex pairs of eigenvectors with the above properties). The nonna
Ii sed amplitude time series are displayed in Fig. 11.7. 

One oscillatory mode has a period of T = 2Ji / W = 65 days and a damping time 
of T = 73 days. The amplitude time series reveals an annual cycle with a semi
annual component. The intraseasonal mode activity is strongest during solstice 
conditions and weakest during equinoctial conditions, and it is enhanced during 
wann ENSO conditions (1986/87 and 1990). 

The other oscillatory mode, operating at a period of about 120 days and a 
damping time of about 105 days, is aff,ected by the state of the Southern Oscilla
tion as well with enhanced activity during wann episodes and reduced activity 
during the cold 1988 event. 

The spatial amplitudes and phases of the two modes, in terms of zonal currents, 
are displayed in Fig. 11.8. Both modes represent eastward traveling signals. 

The 120-day mode has its largest amplitude, with typical maximum values of 
about 16 cm/s, at 50 m depth at 65°E and 160 m depth at 140oW. In contrast, the 
65 day mode has maximum zonal current anomalies at upper levels (50 m and 
above) in the eastern part of the basin, with a typical maximum of 12 cm/s at 
1400Wand 19 cm/s at 11OoW. The zonal current 120-day signal propagates in 
about 60 days from 165°E to 11OoW, so that the phase speed is about 1.8 m/s. The 
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Fig. 11.8. Amplitude and phase distributions of the two eastward propagating oscillatory POPs 
of the zonal currents at three Equatorial moorings at 165"E, 1400W and 11OoW. The coefficient 
time series are normalised to unity so that the amplitude pattern represents typical distributions in 
10-4 m/s. The phases are given in days relative to the base period of 120 and 65 days. From von 
Storch (1993) 

phase lines are vertically tilted, with the upper levels lagging the lower levels by 
about 15 days. The phase speed for the 65 day mode is estimated to be 2.1 m/s. At 
the two eastern positions, the phase lines are tilted, with the lower levels leading 
the upper levels by about 8 days. The two modes are not correlated; their time 
coefficients share a correlation of about -0.25. The two modes are, however, pat
tern-wise similar and are not orthogonal. Indeed, the POP analysis does not re
quire tl1at the modes be orthogonal. 
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