1924

JOURNAL OF THE ATMOSPHERIC SCIENCES

The Maintenance of Low-Frequency Atmospheric Anomalies

GRANT BRANSTATOR
National Center for Atmospheric Research,* Boulder, Colorado
(Manuscript received 18 June 1991, in final form 9 January 1992)

ABSTRACT

A linear budget is used to ascertain which of several proposed processes are most important in maintaining
four prominent low-frequency perturbation patterns in a perpetual January general circulation model simulation
with fixed ocean temperatures. In the budget technique the time-average model equations are separated into
those terms that are in common with the steady, adiabatic linearized form of the model equations and the
remaining terms, which are treated as forcing terms. By examining the linear response to each of these forcing
terms for prominent episodes of the low-frequency patterns, the terms that are most important in maintaining
the low-frequency patterns can be determined.

The results indicate that interactions between the low-frequency patterns and the time-mean zonal asymmetries
of the model climate are crucial to the maintenance of the patterns. Of equal importance are anomalous fluxes
from transients, without which the low-frequency anomalies would not be maintained. Vorticity fluxes due to
bandpass ( 1~7 days) fluctuations ranging over broad sectors of the globe are found to be the most important
components of the maintaining flux anomalies. Of secondary importance are nonlinear interactions of the low-
frequency deviations with themselves. For some patterns this interaction acts to skew the distribution of observed
amplitudes. It is also found that the influence of the zonal-mean component of low-frequency perturbations
on the remaining low-frequency perturbation components can be appreciable.

Charts of the ability of point sources of heat and vorticity to excite the low-frequency patterns are used to
interpret the budgets. These plots indicate that, in a system with time-dependent ocean temperatures, diabatic
anomalies could be more instrumental in maintaining low-frequency anomalies than they are in the currently
studied model. Midlatitude ocean temperature appears to be especially important in this regard. However, the
collocation of regions with pronounced low-frequency anomalous vorticity fluxes from high-frequency transients
and regions from which the low-frequency patterns are easily stimulated means that even if varying bottom
boundary conditions are present, low-frequency maintenance by transients should continue to be important.
The point source results also show that the maintaining transients are not configured optimally for forcing the
low-frequency patterns. This indicates that some organizing mechanism must be affecting the maintaining
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transients.

1. Introduction

As has been documented by a plethora of investi-
gations during the past decade, a surprisingly large
fraction of the variance in low-frequency wintertime,
midlatitude, Northern Hemispheric flow is produced
by a handful of geographically fixed circulation pat-
terns. Given the potentially destructive processes at
work in the atmosphere—instability, dispersion, non-
linearity, dissipation—it is not clear how these special
structures are maintained for long periods of time. This
is not to say that explanations are not available. On
the contrary many, possibly competing, mechanisms
for maintaining these low-frequency anomalies have
been suggested by numerous researchers. This paper
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describes the resuits of a diagnostic study that has been
undertaken to test the relative importance of these var-
ious mechanisms,

The maintenance mechanism that we investigate can
be divided into five more or less distinct classes. First
is the notion that the anomalies are remotely forced
by tropical heating anomalies whose influence is trans-
ferred to midlatitudes through the dispersive properties
of planetary waves. Similarities in the structure of wave
trains induced by isolated vorticity sources (as in Hos-
kins et al. 1977) and flow anomalies associated with
tropical Pacific warm events (as in Horel and Wallace
1981) support this concept. Second is the possibility
that midlatitude high-frequency transients may act to
force low-frequency anomalies. Egger and Schilling
(1983) demonstrated the feasibility of this, and recently
Metz (1989), Lau (1988), and Nakamura and Wallace
(1990) have provided observational evidence of this
mechanism. Third is the idea that the low-frequency
anomalies may be stationary solutions to the governing
equations that rely on steady nonlinearities for
their self-maintenance. Structural similarities between
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spherical modons (e.g., Tribbia 1984; Verkley 1984)
and atmospheric blocks, and between the more general
free solutions of Branstator and Opsteegh (1989) and
certain flows in nature, add credence to this possibility.
Fourth is the suggestion that anomalies in quasi-sta-
tionary waves may be caused by modifications to the
propagation characteristics of the atmosphere that re-
sult from changes to the zonal-mean flow. The work
of Branstator (1984), Kang (1990), and Nigam and
Lindzen (1989) has shown that effect can be important
in both nature and general circulation models. Fifth is
the concept that zonal variations in the time-mean state
can act to qualitatively modify low-frequency anom-
alies induced by other means (as in Simmons 1982
and Branstator 1983), or can serve as internal sources
of energy for the perturbations (as in Simmons et al.
1983; Branstator 1985). Together these effects of the
zonal asymmetries can lead to the natural selection of
structures that match the low-frequency structures that
recur in nature and general circulation models (as in
Simmons et al. 1983; Frederiksen 1983; and Branstator
1990).

To distinguish these various mechanisms we perform
a linear diagnostic analysis of some prominent low-
frequency patterns. This technique, which is more fully
described in section 2, allows quasi-stationary pertur-
bations to be interpreted as the linear response of the
primitive equations to forcing by anomalous diabatic
heating anomalies, anomalous transient eddy fluxes,
and nonlinearities that result from self-interaction of
the steady perturbations. Since the effects of the various
forcing terms are additive, by applying the technique
to episodes of the leading patterns, one can determine
the effect of each maintenance term separately. This
approach has been used by Nigam et al. (1986) and
Valdes and Hoskins (1989) to analyze the maintenance
of the climatological stationary waves, and by Kok and
Opsteegh (1985) and Held et al. (1989) to separate
the effect of diabatic and transient terms on forcing
flow anomalies associated with ENSO.

A drawback of the linear diagnostic technique is that
it requires comprehensive global data of both the cli-
mate of the atmosphere and the state of the atmosphere
during the episodes of interest. The inaccuracy of cur-
rent analyses of the divergent circulation, high-fre-
quency transients, and diabatic terms may lead to dif-
ficulties in such an analysis, as pointed out by Tren-
berth and Branstator (1991 ). We have chosen to avoid
this difficulty by analyzing the prominent low-fre-
quency patterns of a general circulation model (GCM).
As first pointed out by Lau (1981), GCMs can produce
very realistic low-frequency structures, and the fact that
essentially complete knowledge of their states is ob-
tainable makes their simulations a good data source
for our study. The low-frequency structures whose
maintenance we examine are described in section 3.

We begin our analysis, in section 4, by performing
a linear budget that uses an operator linearized about
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the zonal-mean climate from the GCM. Because the
primary finding of that calculation is the prominent
role played by interactions between the slow pertur-
bations and zonal undulations in the climate state, in
section 5 we redo the budget with this interaction in-
corporated into the linear operator. This analysis
strongly suggests that anomalous transient eddy fluxes
are the primary means of maintaining the low-fre-
quency anomalies in this GCM. Characteristics of these
transients, as well as of the stationary nonlinearities,
which act to limit the amplitude of some anomalies,
are examined in section 6. Section 7 points out diffi-
culties with the approach used in the investigation.
Section 8 discusses the conclusions that can be drawn
from the study, shows how some of the results are re-
lated to the optimal excitation of the patterns in a linear
model, and lists implications the findings have on the
possibility of extended-range forecasting.

2. Low-frequency patterns in a GCM

The low-frequency structures that interest us are
found in a 6000-day perpetual January simulation
produced by Version 0B of the Community Climate
Model (CCM ) of the National Center for Atmospheric
Research. The formulation of this nine-level, rhom-
boidal-15 model has been described by Williamson
(1983), and characteristics of its climate are outlined
by Williamson and Williamson (1984).

As noted by Branstator (1990), the vertical structure
of low-frequency variability in this model is largely
equivalent barotropic with maximum variance in the
velocity fields in the upper troposphere. Thus, we use
streamfunction at the o = 0.336 level (denoted ¥ .336)
to identify prominent low-frequency patterns in the
simulation. This is done by Fourier filtering g 336 In
time so that only periods longer than 60 days are re-
tained, and then performing an empirical orthogonal
function (EOF) analysis of the filtered fields. The EOFs
are derived from a covariance matrix based on semi-
spectral, latitude-weighted, spatial Fourier coefficients.
Such an analysis produces prominent low-frequency
patterns of deviations from the 6000-day mean. In this
paper when we refer to “anomalies,” without qualifi-
cations, we mean such deviations.

The leading EOFs are virtually identical to those
reported by Branstator (1990) for monthly means from
this same simulation. The first three represent 17%,
10%, and 6% of the variance of the filtered data. Our
study is concerned with the second and third of these
EOFs, which we refer to as EOF2 and EOF3. As shown
by Branstator, the leading EOF is primarily a tropical
pattern, which has little to do with the low-frequency
behavior of the geopotential field, and we will not con-
sider it in this study of midlatitude structures. The
leading two EOFs of similarly filtered 300-mb geopo-
tential fields clearly represent the same phenomena as



1926

:

JOURNAL OF THE ATMOSPHERIC SCIENCES VoL. 49, No. 20

A

o

v,

LR
": '

our second and third streamfunction EOFs and explain
19% and 9% of the variance.

To produce fields associated with these EOFs, we
employ composites. Throughout this study composites
are formed by averaging unfiltered fields from those
600 days during the simulation when temporally fil-
tered Yo.336 projects most strongly onto a particular
EOF. To take into account the possibility that patterns
with the same structure, but opposite polarity, may
behave differently, we average days with projections of
a single sign, which means that for each EOF we typ-
ically produce two composites. Examples of two such
composites are shown in Fig. 1. They are composites
of the deviation of ;336 from the 6000-day average.
Figure 1a shows the composite for positive projections
onto the second streamfunction EOF (which we
henceforth refer to as EOF2+) and, as one would ex-
pect, its structure matches the structure of EOF2. It is
a circulation that has most of its variance in the Pacific
and North American regions and a distinct zonally
symmetric component. The composite of ¥ 336 devia-
tions for days with positive projections onto EOF3 is
shown in Fig. 1b. It is roughly in spatial quadrature
with EOF2, but does not have a prominent zonal-mean
component. Composites for projections of the opposite
sign have structures that are nearly identical to these
two patterns and are not displayed. As described in
Branstator (1990) the vertical structure of three-di-
mensional composites for these patterns is strongly
equivalent barotropic. These, then, are the low-fre-
quency patterns whose maintenance we wish to un-
derstand.

3. Diagnostic techniques

Derivation of the diagnostic equations that we use
to determine how the CCM low-frequency anomalies
are maintained can be demonstrated by focusing on a
few terms in the thermodynamic energy equation. If
the variables in that equation are decomposed into their
time-average ,values from the 6000-day simulation,
denoted ) , and deviations from that average, de-
noted ( )’!, then the time-average equation takes the
form
T+ Ty +UWTE + oo —«V?T°+Dr =Q°

(1)

! Unless stated otherwise, in this paper the word ‘““transients” refers
to the component of the flow denoted by a prime, i.e., departures
from a time mean.

FIG. 1. Average v .13 anomalies for those 600 days of a 6000-day
simulation that have the strongest positive projection onto (a) EOF2
and (b) EOF3, when the EOF analysis is performed on ;336 data
filtered to retain periods longer than 60 days. (c) Same as (a) except
the zonal mean is removed. Contour interval is 1 X 10 m?s™",
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where Cartesian coordinates have been used for sim-
plicity, T is temperature, u is the zonal wind compo-
nent,  is the CCM horizontal diffusion coeflicient, D+
is CCM thermal vertical diffusion (including the effects
of surface sensible heat fluxes), and Q stands for the
diabatic terms in the CCM (other than sensible heat-
ing). A similar time-average equation can be written
for a subset of the days in the simulation, for example,
those days included in one of our composites. In that
equation variables are decomposed into the time av-
erage from those days, () , and deviations from that
average, ( )'*. If (1) is subtracted from the time-
average equation of the subset and ( ) = ( )
— () denotes the time-average deviation of the sub-
set from the climate average, our budget equation re-
sults

A
0T, + &1+« — kT = =T, - 4T,
B
~(WTE - uT )=+ =Dr+ 0. (2)

Companion equations for vorticity, divergence, and
surface pressure anomalies can be derived in a similar
manner from the other prognostic equations of
the CCM.

Terms on the left-hand side of (2) and its companion
equations are formally the same as the terms in the
multilevel linearized primitive equations. Thus, the
time-average deviations can be interpreted as being the
steady response of the primitive equations linearized
about the climatological state to forcing by the quan-
tities on the right-hand side of (2) and its companions.
No approximations have been made in the budget
equations. If one calculates each forcing term with the
same numerical procedures used in the CCM and uses
them to force the linear system, the steady response
should be exactly equal to the time-average perturba-
tions. Since the left-hand operator is linear, the effect
of the various forcing terms is additive and their in-
dividual contribution to the maintenance of the time-
average deviations can be determined.

A few modifications to this diagnostic approach must
be made .before it can be applied to the CCM com-
posites of section 2. The linear operator is of too high
an order to be used in a practical manner. This can be
overcome by spectrally truncating basic-state and time-
average deviation fields on the left-hand side, as well
as all terms in the equations, to a manageable level.
To keep the linear budget equations exact, this trun-
cation requires the addition of new forcing terms to
account for the projection of interactions between un-
represented scales, and between represented and un-
represented scales, onto the represented scales. We
truncate the linear model at zonal wavenumber 10 but
keep the full complement of 16 meridional modes for
each zonal mode, and (as shown in sections 4 and 5)
we find this additional forcing is small.

Augmentation of the dissipation in the budget op-
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erator is a second modification that must be done to
the scheme. As explained in the Appendix, without
this dissipation the linear operator is unphysically sen-
sitive to details of the forcing distribution. We use the
same horizontal and vertical dissipation employed by
Branstator (1990). With this dissipation the operator
has the desirable attribute that its near resonances are
similar to some of the low-frequency patterns found
in the climate integration of the CCM. As described
in the Appendix, the linear dissipation is a close enough
approximation to the CCM’s more complicated dis-
sipation terms that when the viscous linear operator is
forced by the right-hand-side terms valid for a particular
composite [and the diagnosed anomalous dissipation,
like D7 in (2), is not included as forcing] the linear
response is very similar to the composite. Thus, even
though the budget equations are no longer exact, we
can continue to interpret the composite anomalies as
the linear response to the various forcing terms.

To simplify the budget, we ignore the time-average
tendency of anomalies, like 7,. Because we apply the
budget equations to composites based on a daily index
crossing a threshold, one would expect the tendency
terms to be very small in our calculations, and
they are.

A final modification to the budget must be made to
overcome the fact that a complete representation of
the CCM simulation is not available. Model output is
archived every 12 simulated hours so the highest-fre-
quency transients are not accounted for, and the effec-
tive thermal source that results from convective ad-
justment is not archived. We deal with these short-
comings by calculating the effects of the unsampled
momentum fluxes as a residual; finding them small,
we assume the effects of the unsampled thermal fluxes
are negligible. Furthermore, we calculate the convective
adjustment heating as a residual. Numerous checks
show that no spurious sources are introduced by these
calculations of residuals.

The linear budget we have thus far formulated differs
from linear budgets mentioned in the Introduction, in
that our linearization is about a state that includes zonal
variations. The more conventional budget, which em-
ploys a zonally symmetric basic state, can be produced
by simply decomposing the basic state on the left-hand
side of our budget into zonal mean and zonal depar-
tures, and moving the resulting terms that include these
zonal departures onto the right-hand side. Thus, terms
like —it 4T, where (), is the departure from the
zonal average, become forcing terms. Denoting zonal-
mean quantities with square brackets, the thermal
budget equation with this more conventional basic state
is

(3)
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Just as with the budget involving an asymmetric basic
state, this equation must be modified. The terms rep-
resented by Drare replaced by linear dissipation terms
incorporated into the left-hand side, and new forcing
terms to counteract truncation of fields to zonal wave
10 are included. In addition, the zonal-mean compo-
nent of each term is removed, so that the budget is
concerned with the maintenance of only the zonally
asymmetric component of time average anomalies.
Equation (3) so modified, together with companion
equations for vorticity, divergence, and surface pres-
sure, constitutes the conventional linear budget with
which we begin our analysis.

4. Linear budget with a symmetric basic state

The power of the linear budget technique is that one
can use it to interpret the impact of individual processes
in maintaining a flow anomaly. The particular pro-
cesses considered depend on the way in which the
budget forcing terms are subdivided. For budgets that
use the conventional zonally symmetric basic-state op-
erator we have divided the forcing into (i) anomalous
latent heat release and convective adjustment, (ii)
anomalous radiation [together (i) and (ii) make up Q
in (3)], (iii) anomalous transient fluxes (term B in
equations (2) and (3) being an example of this), (iv)
stationary nonlinearities (like term A), (v) anomaly
interactions with climatological zonal asymmetries,
which we often refer to as the interaction term (term
C), (vi) interactions involving unresolved climatolog-
ical or anomalous flow. By considering the response
of the linear model to each of these we can determine
how moist processes, radiation, transients, nonlinear-
ities, climatological undulations, and truncated inter-
actions are contributing to the maintenance of the low-
frequency CCM anomalies.

One measure of the importance of a process in
maintaining an anomaly is the strength of the linear
response it excites. The plots in Fig. 2 of the standard
deviation of the Y0 336 response to each of the six forc-
ing types for each of the four EOF composites give
this kind of information. Comparison of these to each
other and to the strength of the composite, which is
also plotted in Fig. 2, shows clearly that some mainte-
nance terms are of little importance. For each com-
posite the response to radiation anomalies is negligible,
even though an interactive cloud parameterization is
employed in the CCM. The effect of truncation is also
small, indicating that truncating the climatological
fields and time-average perturbations at zonal wave-
number 10 has little influence on the budget. The re-
sponse to nonradiative diabatic heating and to station-
ary nonlinearities is substantial, but not dominant. In
‘all four composites it is the response to anomalous
transient fluxes and the effect of the climatological
asymmetries through interaction terms like C that
make the largest contributions to maintaining the flow
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FiG. 2. Spatial standard deviation of ¥, 336 for the response of a
model linearized about a zonal-mean basic state to anomalies of latent
heating and convective adjustment, radiation, transient fluxes, sta-
tionary nonlinearity, climatological wave time-mean anomaly inter-
actions, truncation, and the sum of all these for composites of EOF2
and EOF3. Solid bars are for EOF2+, open bars are for EOF2—,
cross-hatched bars are for EOF3+, stippled bars are for EOF3—. Also
plotted is the spatial standard deviation of each composite with zonal
means removed. Above each bar is the spatial correlation of the linear
response and the composite.

anomalies. The values depicted in Fig. 2 indicate that
for each composite the sum of the variances of the
responses to the various forcing components is consid-
erably stronger than the variance of the response to
the sum of the forcing components. This means there
is cancellation in the effects of the various processes.
(The response to the summed forcing does not exactly
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match the strength of the composite because of differ-
ences in dissipation in the linear budget and in
the CCM.)

Another measure of the contribution made by each
type of forcing is the pattern correlation between its
linear response and the composite. This measure, which
is also plotted in Fig. 2, reinforces the indication given
by the standard deviation that anomalous transient
fluxes and interactions with the climatological waves
make the most important contributions to all of the
composite patterns. Though contributions from these
influences seem about equal for the two EOF2 com-
posites, by this measure the interaction terms are the
dominant effect in producing the two EOF3 compos-
ites. This is in keeping with the investigation of Bran-
stator (1990), who found that even with random dis-
tributions of steady forcing, EOF3 would be a promi-
nent pattern, provided the effect of the CCM’s
climatological asymmetries was allowed to operate.

To see how the interaction terms, which are often
ignored in a linear budget, are helping to maintain the
low-frequency anomalies, we consider the EOF2+
composite. We have found that those components of
these terms in the vorticity equation have the strongest
effect on the linear solutions. In Fig. 3a is depicted the
inverse Laplacian of the vorticity forcing (i.e., the
streamfunction forcing) at ¢ = 0.500 from the inter-
action terms before the zonal mean has been removed.
The structural similarity between this forcing and the
anomalies (Fig. 1a) it helps to maintain is apparent.
The location of the strongest forcing in the central
northern Pacific and west Atlantic is reminiscent of
Simmons et al. (1983) and Branstator’s (1985) finding
that barotropic eigenmodes that grow via the interac-
tion term gain energy in the jet exits, where zonal gra-
dients in the climatological flow are strong.

The response of the linear model with the zonal-
mean basic state to the interaction terms for the EOF2+
composite is displayed in Fig. 3b. The response to the
remaining forcing terms in the linear budget is in Fig.
3c; this is the approximation to EOF2+ that most linear
budgets, by ignoring the interaction terms, would give.
Comparison with a composite of EOF2+ that has the
zonal mean removed (Fig. I¢) indicates that the in-
teraction terms are responsible for the arching structure
of the pattern. The remaining terms produce features
of roughly equal amplitude that tend to amplify or
elongate the features produced by the interaction term.
Inspection of similar plots for the other composites
reinforces the impression that forcing produced by in-

FIG. 3. (a) Forcing of Y0500 due to interactions between EOF2+
composite anomalies and zonal asymmetries of the climatological
flow. Contour interval is 4 m? s™2, (b) Linear response of y40.336 t0
the zonally asymmetric component of the forcing displayed in (a).
(c) Linear response to all other maintenance terms during the EOF2+
episodes. Contour interval for (b) and (c)is | X 10 m?s~!.
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teractions between the climatological flow and the low-
frequency anomalies is primarily responsible for
maintenance of the low-frequency anomalies.

5. Linear budget with an asymmetric basic state

Having found the key role played by interactions
between low-frequency anomalies and the climatolog-
ical waves in maintaining the low-frequency anomalies,
we turn to a linear budget that includes this term in
the linear operator, that is, one based on equations like
(2). In this way we can sce the effect of the other forcing
terms when the perturbations they produce are influ-
enced by the important interaction they have with the
climatological waves. It should be noted that by moving
this interaction to the left-hand side of our budget
equations we truly are incorporating an important
component of the maintenance processes into the op-
erator. One can imagine a situation in which one adds
a large term to the operator but, because it is not phys-
ically relevant, a similar large term must be added to
the forcing to balance it. This is not the situation when
we include the interaction term in our operator. In
fact, the total forcing required to maintain each com-
posite is markedly weaker for the linear budget with
the asymmetric basic state than it is for the budget with
the zonally symmetric state.

With the more complicated operator we subdivide
the forcing terms into exactly the same terms used for
the preceding analysis, except there is now no explicit
forcing due to the interaction between anomalies and
basic-state zonal inhomogeneities. The strength of the
steady linear response to each of these forcing terms
for each composite is given in Fig. 4. For each flow
pattern the response to anomalous transient fluxes is
by far the strongest, while the influence of latent heating
and stationary nonlinearities is nonnegligible. Pattern
correlations (Fig. 4) between the linear response to the
individual maintenance terms and the composite pat-
terns also indicate that transients are primarily respon-
sible for maintaining the anomalies. (Pattern correla-
tions between composites and the response to the sum
of the forcing terms are smaller in this case than for
the calculation with a zonally symmetric basic state.
This decreased accuracy in the budget is a consequence
of the increased volatility of the linear operator that
results from incorporating the interaction term into
the linear operator, an effect referred to in the
Appendix.)

The summarizing statistics of Fig. 4 indicate that,
provided the effects of interactions with the climato-
logical flow are accounted for implicitly, the leading
low-frequency anomalies in the CCM are primarily
maintained by transients. On the other hand, the sig-
nificant amplitude of the response to diabatic heating
and stationary nonlinearities means that regionally
these could also be important. To investigate this pos-

JOURNAL OF THE ATMOSPHERIC

SCIENCES VoL. 49, No. 20

Std dev of Yi36
(10% m®s™1)
N

— =
o 9} o [9)}
}
T

[AY) 45}

. © n o
4 1
T T

Latent
heat

Radiation

Transients

, 19
Stationary [ " a2
nonlinear 1

Truncation

All

Composite

[

FI1G. 4. Same as Fig. 2 except the responses are for a model with
a three-dimensionally varying basic state and zonal means are in-
cluded.

sibility we examine plots of the linear response to these
terms as well as to anomalous transients.

The steady response to the anomalous transient
fluxes that occur during episodes of EOF2+ is shown
in Fig. Sc. Virtually every feature in the corresponding
Vo.336 composite of EOF2+ (Fig. 1a) is in this chart.
Even relatively minor circulations over southern Asia
are captured. The forcing that produces this response
is represented in Fig. 5a by the anomalous transient
flux forcing of ¥g33. (We use this field to represent
the forcing by transients because, as shown in section
6, of all the transient forcing fields, vorticity forcing at
¢ = 0.336 has the largest influence on our composite
flows.) In agreement with Lau’s (1988) observational
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FIG. 5. (a) Forcing of ¥ 336 due to anomalous fluxes from
transients during EOF2+ composites days. Contour interval
is 4 m?s72, (b) Vertically mass-weighted averaged latent
heating and convective adjustment heating anomalies for the
EOF2+ composite. Contour interval is 4 X 1077 K s™!. The
domain for this panel extends to 10°S. (¢) ¥ 335 response of
model linearized about three-dimensional state to the anom-
alous transient fluxes represented in a. (d) As in (¢) but forced
by the anomalous heating anomalies represented in (b). (e)
As in (c) but forced by stationary nonlinearities. Contour
interval for (c), (d), (e)is 1 X 10¢ m?s~!,
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analysis, there is some similarity between the structure
of the tendencies generated by the anomalous transients
and the structure of the coincident low-frequency
anomaly. However, it is only by considering the dy-
namical effect of these tendencies, as found from the
linear model, that one can see how they are transformed
into the observed flow anomalies.

The linear response to latent heat and convective
adjustment anomalies during EOF2+ episodes is de-
picted in Fig. 5d. Both from the standpoint of ampli-
tude and of structure, heating anomalies act to make
minor modifications to the composite pattern, but no
feature appears to be primarily due to this forcing. This
is not to say that heating is not strongly associated with
the EOF2+ pattern. In Fig. 5b is displayed the vertically
averaged latent heating for the EOF2+ composite.
Correlation analysis (not shown) indicates that the
midlatitude, high-amplitude features on this plot are
strongly correlated with occurrences of EOF2, while
tropical features are only weakly correlated. For the
most part, in midlatitudes these features are consistent
with changes in rainfall that one would expect from a
synoptic standpoint to result from shifts in storm tracks
induced by the presence of the EOF2+ anomalies.
Thus, latent heating seems to play an ancillary role in
the maintenance of this low-frequency circulation.

The influence of stationary nonlinearities on EOF2+
is to shift the pattern to the west. As seen in Fig. Se,
the response to this term tends to be nearly in quad-
rature with the response to anomalous transients
(Fig. 5¢).

Examination of a similar series of plots (not shown)
for the EOF2— composite shows that it is maintained
in a fashion that is very similar to the way EOF2+ is
maintained. Transients are the most important factor.
They produce tendencies with nearly the same struc-
ture, but opposite sign, as those produced by transients
during EOF2+ episodes. Thus, the response to these
transients is similar to the response to the anomalous
transients found for EOF2+ with signs changed, and
produces most of the features in the composite pattern.
Latent heating anomalies are also structurally similar
to those for EOF2+, with reversed signs, and excite a
weak response. The response to stationary nonlinear-
ities is rather substantial in this case, in agreement with
the amplitudes plotted in Fig. 4, and is similar not only
in structure but in sign to that calculated for EOF2+
(Fig. 5e). This means that nonlinearity has a marked
influence on the position of the circulation features in
this composite, shifting many of them to the east.

Turning to EOF3, we find that again the main fea-
tures of the streamfunction composite appear to be
maintained by anomalous transient activity. The linear
response to anomalous transient fluxes, as displayed
in Fig. 6¢, produces the four lobes of the pattern (Fig.
1b) in nearly the same positions they are found in the
CCM. The structure of the forcing resulting from these
transients (Fig. 6a) bears some resemblance to the pat-
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tern it forces, but without the help of the linear model
it would be difficult to ascertain to what degree it is
able to maintain EOF3.

As with EOF2, anomalous latent heating and con-
vective adjustment do not make a strong contribution
in midlatitudes, but in the tropics and subtropics the
linear budget suggests its effect may be more important.
The response to this heating, shown in Fig. 6d, tends
to cancel features maintained by transients in the trop-
ical east Pacific, thus emphasizing the midlatitude
character of EOF3+. The plot of vertically averaged
diabatic heating on EOF3+ days (Fig. 6b) shows large
amplitude anomalies in the tropical Pacific that are
probably responsible for this part of the response to
latent heating. However, correlation analysis indicates
that this part of the heating field is not strongly con-
nected with EOF3, and so is likely just a sampling ar-
tifact. In contrast to this, central points of the midlat-
itude feature of Fig. 6b have correlations of about 0.7
with projections of streamfunction onto EOF3. These
midlatitude heating anomalies are consistent with shifts
in rainfall that one would expect to result from the
anomalous troughs and ridges of EOF3+, namely en-
hanced rainfall on the eastern sides of troughs, sup-
pressed rainfall on the eastern sides of ridges. So, as
with EOF2, heating anomalies appear to be subservient
features of this pattern.

The effect of stationary nonlinearities on the
maintenance of EOF3+ is fairly weak. The linear re-
sponse to this term is plotted in Fig. 6e and shows that
nonlinearity tends to dampen the western lobes of the
pattern and shift the eastern lobes eastward.

Plots of the linear response to the various forcing
terms that maintain EOF3— primarily serve to rein-
force the results of our analysis of the other three low-
frequency patterns: Transients are the most important
means of maintenance and the influence of heating is
weak, except perhaps in the tropics where its signifi-
cance is questionable. The one way in which the
EOF3— budget is fundamentally different is the role it
assigns to stationary nonlinearities. From the response
to these nonlinearities shown in Fig. 7, we see they
make a distinct, positive contribution to the EOF3—
composite. Thus, to a certain degree, this pattern is
self-sustaining.

6. Further analysis
a. Transients

Having determined that anomalous transients fluxes,
in conjunction with the effect of the time-mean flow,
are the primary means by which the four patterns we
are considering are maintained, we next use the linear
budget technique to learn more about the nature of
the transients involved in this process. This is done by
decomposing the anomalous transient eddy fluxes of
each composite into various components of interest,
and examining the linear response to each component.
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FI1G. 6. Same as Fig. 5 but for the EOF3+ composite.
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RG. 7. Response of model linearized about three-dimensional state
1o stationary nonlinearities of the EOF3— composite. Contour interval
is1X10°m?s™!,

Again, we rely on the additive property of the responses
to make comparison meaningful.

The importance of various components of the
anomalous transients is quantified in Table 1, which
contains information about the strengths and structure
of the linear response to forcing by these components
for each composite. Comparison of rows A and H in
“a” of this table shows that, just as we saw in Fig. 4,
for all four patterns the linear response to all anomalous
transients has nearly as much amplitude as the com-
posite streamfunction anomalies. The strength of the
response to transients in the vorticity equation (row

TABLE la. Spatial standard deviation of ¥ 335 in the response of
the model linearized about the three-dimensional state to various
components of the forcing by anomalous fluxes from transients. A:
all forcing by transients, B: vorticity forcing by transients, C: thermal
forcing by transients, D: vorticity forcing by transients with periods
greater than one day, E: vorticity forcing by rotational transients with
periods greater than one day, F: same as E except episode-to-episode
variability is ignored, G: vorticity forcing by 1-7-day rotational tran-
sieznts; H: standard deviation of ¥ 33 for the composite. Unit is 10°
m?s™.
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BS is similar to this amplitude, while the strength of
the response to thermal fluxes (row C) is only about
15% of its value. The response to transients acting on
the divergence equation is smaller still and is not in-
cluded in the table. Furthermore, the pattern correla-
tion entries in Table 1b show that the linear response
to transients in the vorticity equation (row B) is about
the same as the linear response to all transients (row
A) in its degree of similarity to the composite flow.
Together these facts assign a minor role to thermal
fluxes in maintaining the anomalies of the four com-
posites. This is in sharp contrast to studies like those
of Nigam et al. (1986) and Lau and Holopainen
(1984), who have found that thermal fluxes cannot be
ignored when considering the maintenance of the cli-
matological waves. We do not know whether this dif-
ference is because we are examining anomalies to the
climatological waves, because we are studying a general
circulation model, or because our technique considers
the response to anomalous fluxes rather than the fluxes
themselves.

Further calculations can narrow our description of
the transients that maintain the low-frequency anom-
alies. As substantiated by similarities in the entries of
rows B and D in Table 1, the highest-frequency con-
tributions to the transients in the vorticity equation
(those not sampled with 12-hourly data) make almost
no contribution to the maintenance. This means a re-
sidual calculation need not be used to calculate the
transients, thus allowing a further refining of our look
at transients. For example, if one forces the vorticity
equation with only those terms that can be calculated
from the rotational component of the wind, the
strength and the structure of the response changes little
(row E of Table 1). Further narrowing of the time
scales of the transients involved can be attained by re-
defining “transient.” To this point in the study, a tran-
sient for a pattern composite is a perturbation from
the 600-day average that defines the composite. Each
composite consists of approximately 25 separate epi-
sodes, each consisting of approximately 20 consecutive
days, and this definition of transient includes episode-
to-episode variability. By redefining transient to mean
departures from individual episodes, this very low-fre-
quency variability is removed but, as row F of Table

TABLE 1b. Same as Table 1a except entries are of the spatial cor-
relation between EOF composites and linear responses of  33. Only
the domain south of 60°N is considered.

EOF2+ EOF2— EOF3+ EOF 3~

A 22 2.7 1.8 1.8 EOF2+ EOF2— EOF3+ EOF3—
B 22 2.5 1.6 1.5 !

C 0.3 0.3 0.2 0.3 A 41 45 .84 .62
D 22 2.3 L5 1.1 B 45 .66 .76 .45

E 23 2.3 1.7 1.2 D 44 .65 .79 .20

F 1.9 2.5 1.7 1.4 E .50 73 .82 .52
G 2.2 2.8 1.4 0.8 F .61 1 .85 48
H 2.6 3.2 1.9 2.3 G .54 .55 .85 .48
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1 indicates, such an effective filtering of the low fre-
quencies has little impact on the influence of the ro-
tational transients.

By bandpass filtering the streamfunction field and
using it to calculate the anomalous vorticity forcing
during EOF episodes, we can further clarify the time
scales of the transients that support the low-frequency
structures. We use a 1-7-day Fourier filter to capture
variability typically associated with synoptic activity.
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As depicted in Fig. 8a, this filtering simplifies the vor-
ticity forcing by anomalous fluxes during EOF2+ cases
compared with the full vorticity forcing by anomalous
transients seen in Fig. 5a. But the response to the filtered
transients, shown in Fig. 8¢ and measured in row G of
Table 1, makes a considerable contribution to main-
taining EOF2+. Similarly, vorticity forcing of EOF3+
by bandpass vorticity transients (Fig. 8b) is much less
complex than the full transient forcing of this pattern

F1G. 8. (a) Forcing of ¥ 33 due to anomalous fluxes from nondivergent, 1-7-day bandpass transients for the EOF2+ composite. Contour
interval is 2.5 m? s~2. (b) Same as (a) but for EOF3+. (c¢) Response of model linearized about three-dimensional state to the forcing
represented in (a). Contour interval is 1 X 10¢ m? s™*. (d) Same as (c) but for the forcing of (b). [ The solid line in (a), (b) shows how the
domain is divided for the regional forcing experiments of Fig. 9.]
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(Fig. 6a), but its effect (Fig. 8d) is very similar to the
effect of all transients (Fig. 6¢). The situation, as sum-
marized in Table 1, is much the same for EOF2— and
EOF3—. Structurally the forcing and response are es-
sentially the same as for the corresponding two positive
EOF composites we have just examined, except the
signs of the patterns are different.

Though these results highlight the importance of the
bandpass eddies in maintaining the low-frequency
composites, they do not indicate that the lower-fre-
quency transients play no maintenance role. Compar-
ison of the structure of the response to all anomalous
transients (Fig. S5c) with the response to anomalous
fluxes by bandpass transients for EOF2+ shows how
the lower-frequency transients can modify the structure
of the response. Comparison of the amplitude of the
response to bandpass eddies for EOF3— (row G of Ta-
ble 1a) to that for unfiltered eddies (row E) indicates
that in some cases they also have a significant effect on
the strength of a pattern.

Another means of distinguishing those transients that
most affect the low-frequency composites is by their
altitude. If we force the model by the vorticity tenden-
cies caused by anomalous transients at individual levels,
we can determine at which level the transients are most
important. Whether the influence of transients is mea-
sured by the strength of the model’s streamfunction
response at ¢ = 0.336 or ¢ = 0.664, composite transient
forcing at levels 0.500, 0.336, and 0.189 makes the
largest impact. And with the exception of EOF2+, the
influence of forcing by transients at 0.336 is always
about twice as strong as the influence of forcing at any
other level.

As a final step in determining which component of
the forcing by anomalous transients is most important
in maintaining the EOF composites, we consider the
geographical distribution of the transients. Because of
the dispersive nature of planetary waves, local sources
could be enough to force an entire pattern, and large
parts of the forcing distributions we have seen may not
be necessary for maintaining the observed anomalies.
In fact, a large part of the apparent forcing might, in-
stead, be a result of the flow anomalies. As a crude
means of determining whether the nearly hemispheric
distributions of diagnosed forcing are actually needed
to maintain the EOF composites, we have divided the
globe in half at 120°W and 60°E and used the bandpass
anomalous vorticity fluxes in the Northern Hemisphere
from these halves to force the linear model. This di-
vision was chosen because it approximately bisects both
EOF2 and EOF3. Figures 9a and 9b show the response
for the EOF2+ composite to the forcing from these
two sectors. Apparently, forcing from both sectors sig-
nificantly contributes to EOF2. In each case, the re-
sponse is primarily in, but not confined to, the hemi-
sphere of excitation. A similar result holds for EOF2—.
For EOF3+ the situation is rather different. There, only
forcing west of 120°W makes a significant contribution
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(Fig. 9¢). EOF3— also relies only on transients in the
western sector to maintain it. So we conclude that ed-
dies from both primary storm tracks of the Northern
Hemisphere are acting in concert to maintain EOF2
while only eddies in the Pacific are needed to force
EOF3.

b. Stationary nonlinearity

The relatively weak response of the linear operators
to the stationary nonlinear terms indicates that, for
anomalies with the amplitude of our composites, self-
interaction is not a crucial maintenance mechanism.
However, the structure of the response to this nonlin-
earity for the EOF3 composites suggests that for this
pattern it may act to skew the distribution of amplitudes
of the anomalous flow. Recall that for EOF3+, sta-
tionary nonlinearity tended to dampen the strength of
the western half of the streamfunction anomaly, while
for EOF3— it amplified the entire pattern. This effect
should be highly dependent on the amplitude of the
low-frequency anomalies since the stationary nonlinear
terms are quadratic functions of the anomalies. One
might thus expect the action of this term to lead to a
cutoff in the potential strength of positive projections
onto EOF3, and to encourage large negative projec-
tions. Projecting nonoverlapping monthly mean ¥ 334
anomalies onto EOF3, we find this very behavior. As
depicted in Fig. 10, positive projections of larger than
7 units never occur, while negative projections of as
much as 12 units are observed. This leads to a skewness
coefficient in the distribution of projection coefficients
of —0.39, a level that Monte Carlo tests indicate should
only happen by chance about one percent of the time
in a sample of 200 like ours. So, for EOF3, stationary
nonlinearity is probably influencing the high-amplitude
episodes. This is consistent with the White (1980) and
Nakamura and Wallace (1991) finding of positive
skewness in wintertime upper-tropospheric North Pa-
cific geopotential perturbations and in the Simmons
(1982) finding that, in a nonlinear barotropic model,
forced anticyclones in the North Pacific tended to be
stronger than equally forced cyclones.

¢. Zonal-mean perturbations

As discussed in section 4, there is flexibility in the
way one subdivides the forcing terms in the linear
budget technique. The manner in which we did this
subdivision for our budget has prevented us from ad-
dressing one maintenance mechanism proposed by
Branstator (1984). His work suggested that, to a certain
degree, quasi-stationary anomalies in the zonally
asymmetric component of atmospheric flow occur as
adjustments to changes in the zonal-mean component.
Kang (1990) and Nigam and Lindzen (1989) have
also considered this mechanism. Because EOF2 has
such a strong zonally symmetric component, one might
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expect this mechanism to be important in explaining
the maintenance of that pattern.

In Branstator (1984) the adjustment of the quasi-
stationary waves to anomalies in the time-mean zonal-
mean state was defined as the difference between two
steady solutions to the nondivergent barotropic vortic-
ity equation linearized about a zonally symmetric state.
For one solution the model was linearized about cli-
matological conditions and forced by that function that
gave a response exactly equal to the observed clima-
tological waves. For the other solution the same forcing
was used, but a zonal-mean anomaly was added to the
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FIG. 9. (a) Response of model linearized about three-dimensional
state to the forcing in the Northern Hemisphere Asian—Pacific sector
of Fig. 8a. Contour interval is 1 X 108 m?s™'. (b) Same as (a) for
forcing in the North American-Atlantic sector. (c) Same as (a) for
forcing in the Asian-Pacific sector of Fig. 8b,

basic state. To determine how the adjustment of the
quasi-stationary waves to zonal anomalies is affecting
our composite patterns, we could take this same ap-
proach with our baroclinic model and use the zonal
mean of the 6000-day climate as one of the basic states
in the method and the zonal mean from one of our
composites as the other. However, it is useful to notice
that if one takes the difference of the model equations
for these two cases, the quasi-stationary wave adjust-
ment [defined in the same way and denoted A( )]
can also be found as the steady response of our model
linearized about the zonal-mean climate and forced by
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number of months

0
projection onto EOF3

F1G. 10. Number of months for which the projection of EOF3 has
a given value. The projection scale is linear.

terms that are functions of the composite anomalies.
For example, taking the difference of the thermody-
namic energy equation for the two cases gives

[@)AT, + « + = = [d] Togu =[] Ty + - - = (4)

where, for simplicity, we have again written down only
the horizontal advection terms. Thus, just like the other
processes we have considered, the adjustment of the
waves to the zonal-mean anomaly can be found as the
response to forcing anomalies. In fact, the forcing terms
in (4), which represent the interaction of the zonal-
mean time-mean anomaly with climate and pertur-
bation waves, were present in our budget of section 4.
The first forcing term in (4 ) was part of the interaction
term [C of (3)], and the second forcing term was part
of the stationary nonlinearity [A of (3)]. So the ad-
justment of the waves to zonal-mean anomalies was
included in the response we found to these mecha-
nisms. Now, by considering the response to terms like
those on the right-hand side of (4), we can see the
effect of this process in isolation.

For the EOF2+ composite, when our zonally sym-
metric operator is forced by all the terms [like those
on the right-hand side of (4)] representing interactions
with time-mean perturbations of the zonal mean, the
response is the flow depicted in Fig. 11. The similarity
of this pattern over the Pacific and North America to
the zonally asymmetric component of EOF2 (Fig. 1¢)
is evident. Repeating this calculation with the EOF2—
composite (not shown), we find these terms make a
similar, in fact stronger, impact on that anomaly. In
contrast, these terms seem to have a negligible effect
on the EOF3 composites, probably because the zonally
symmetric components of those patterns is very weak.

One class of terms involving the zonal-mean com-
ponent of time-mean perturbations is implicit in the
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wavy basic-state operator, namely, the class containing
terms like [#]7T,, that represent the interaction of
the time-mean perturbations with the climatological
waves. Assuming we can ignore cubic terms, this is
probably the dominant class. This follows from the
fact that for the anomalous flows we are considering,
the time-average perturbations are, in general, weaker
than the clcimatological waves, so, for example, [ 1] T 4«
< [#] T x . Thus, most of the interaction that leads to
the perturbations in Fig. 11 should be included im-
plicitly in the budgets of section 5, which used the
asymmetric basic-state operator. This interaction con-
tributes more or less to the response to each of the
forcing functions considered in that section, depending
on whether that function excites a strong or weak zonal-
mean anomaly. However, comparison of the zonal-
mean components of the EOF2 composite in Fig. la
to the symmetric part of the response to the sum of all
forcing in Fig. A2a indicates that for EOF2 the zonal-
mean perturbations tend to be weak in the linear budget
with the asymmetric basic-state operator. ( This weak-
ness, like all discrepancies between the composites and
the linear response to the summed forcing, must ulti-
mately be attributed to the simplified anomalous dis-
sipation of the linear model.) The weak zonal-mean
perturbations indicate that, though the adjustment of
zonal asymmetries to zonal-mean perturbations can
be represented in our linear budget, in fact it is under-
represented. As Fig. 11 showed, this adjustment makes
a positive contribution to the main asymmetric features
of EOF2, so this underrepresentation should weaken

FiG. 11. Response of the model linearized about a two-dimensional
state to forcing resulting from perturbations in the time-mean zonal-
mean flow for the EOF2+ composite. Contour interval is 1 X 10®

m?s~!,
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those features. And, in fact, the linear emulation of
EOF?2 in Fig. A2a is too weak.

7. Caveats

In section 3 and the Appendix we pointed out that
the linear budget technique has drawbacks that result
from near resonances in the linear operator and that
this problem is especially pronounced for an operator
based on a background flow with zonal asymmetries.
However, given the evidence that interactions with
these asymmetries are essential to the dynamics that
influences low-frequency anomalies, we have chosen
to include these interactions and control the resonances
with appropriate dissipation.

There are other properties of the approach we have
taken that should be kept in mind when interpreting
our findings. The way that the forcing was separated
into various terms in (2) and (3) is not unique and
perhaps not even the best possible separation. In par-
ticular, the distinction between stationary nonlineari-
ties (term A) and transients (term B) is problematic
in that nonlinearities involving low-frequency depar-
tures from the climatological mean are included in both
terms A and B. For this reason, the bandpass transients
considered in section 6 are probably a more physically
meaningful flow component than the transients of ear-
lier sections.

In order to focus on robust aspects of the mainte-
nance of low-frequency patterns, composites have been
used. This leads to the possibility that very different
situations may be intertwined in the analyzed struc-
tures. For example, EOF3— appears to be maintained
by both anomalous transient fluxes and stationary
nonlinearities. This does not necessarily mean that in
all episodes that contributed to the EOF3— composite
both mechanisms were important. In fact, one would
expect that, for the lower-amplitude episodes, station-
ary nonlinearity would be relatively less important. It
may even be that for isolated cases, sources (like latent
heating) that seem unimportant for the composite
could be all-important.

It should also be remembered that the analysis was
for four particular patterns and the conclusions may
not be relevant for other low-frequency structures oc-
curring in the CCM simulation. In fact, strictly speak-
ing, the results cannot be applied to linear combina-
tions of these four patterns. However, one can show
that if transients and stationary nonlinearities are
combined into a single nonlinear forcing term, then
the effects of nonlinearity are additive, as are the effects
of the diabatic term. Thus, the impact of heating
anomalies on maintaining a composite that consists of
the sum of two of our patterns is the sum of the impact
of heating on the individual patterns, and similarly for
nonlinear forcing. Hence, to the degree that transients
are dominant over stationary nonlinearity, one can
then predict that, for combinations of the patterns,
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anomalous transients will be the primary maintenance
mechanism.

Furthermore, that we have examined composites
consisting of days when a given pattern was strong, but
not necessarily growing, means that our study is in fact
one of maintenance and not of causality or initiation.
Other mechanisms than the ones we have isolated may
be important during those periods when a pattern is
amplifying.

The question of causality may have a very different
answer than the question of maintenance. One can
imagine the possibility that the anomalous transient
fluxes we found so important are actually the result of
an adjustment to heating anomalies, which could then
be viewed as the instigators of the low-frequency
anomalies. Indeed, in analyzing a GCM simulation of
the response to El Nifio heating, Held et al. (1989)
found that transients apparently induced by the heating
anomaly were the main means by which the flow
anomaly in their experiment was maintained.

Finally, as in all such studies, one cannot be certain
that the general circulation model experiment we have
examined is a good analog to nature. That its low-
frequency patterns are similar to those in nature makes
it a simulation -worth studying, but known simplifi-
cations of the model (e.g., constant sea surface tem-
peratures and no annual cycle) could be coloring our
results.

8. Conclusions and discussion

Even with the uncertainties inherent in the approach
we have taken, there can be little doubt that there are
two main mechanisms at work in the maintenance of
the leading midlatitude low-frequency anomalies in the
simulation studied here. One mechanism is the dy-
namical interaction between the anomalies and the
time-mean flow and the other is the influence of
anomalous transient eddy fluxes. The former can be
divided into the effects of the zonal-mean time-mean
flow with its well-known impact on the dispersion of
large-scale anomalies (cf. Hoskins and Karoly 1981)
and the effects of the time-mean eddies, which modify
the dispersion process ( cf. Branstator 1983) and act as
an internal energy source (cf. Simmons et al. 1983;
Branstator 1990). Based on the linear budget with a
zonally symmetric basic state, this internal source ac-
counts for roughly half the amplitude of our composite
anomalies. The remaining amplitude appears to be
maintained by specially configured anomalous tran-
sients. Our analysis indicates that this maintenance is
primarily affected by the momentum fluxes associated
with these transients and that upper-tropospheric tran-
sients with time scales less than seven days account for
much, but not all, of the maintenance.

Two secondary processes also appear to be involved
in the workings of the low-frequency anomalies. Non-
linear interactions of the time-averaged perturbations
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F1G. 12. (a) Standard deviation of monthly mean daily rainfall rate during a perpetual January
GCM experiment. Contour interval is 0.6 mm/day. (b) Standard deviation of monthly means
of Y36 forcing due to nondivergent transients (i.c., the standard deviation of —V~2V}, . V{’,
where bar is a monthly average and prime is deviation from that average). Contours range from

VoL. 49, No. 20

12 to 33 m? s? with an interval of 3 m? s 2.

with themselves, especially in the case of EOF3, act to
dampen one polarity of the pattern and strengthen the
other, leading to a skewed distribution of amplitudes.
These same interactions cause phase shifts in the fea-
tures of EOF2. Interactions between the zonal-mean
and zonally asymmetric components of EOF2 help to
maintain this pattern, which has a pronounced zonal-
mean component.

Of the potential low-frequency maintenance mech-
anisms outlined in the Introduction, diabatic heating
anomalies appear to have the smallest impact in our
CCM simulation. One might wonder if this conclusion
is strongly influenced by the fact that the simulation
has fixed sea surface temperature and thus, perhaps,
weak low-frequency heating fluctuations. Estimates of
rainfall variability in nature have been made by Taylor
(1973), Shukla (1988), and Shea (1986) from island,
satellite, and combined observing systems, respectively.
Comparison of their results with rainfall variability in
the CCM (Fig. 12a) suggests four regions where the
CCM'’s variability could be weak. In the equatorial zone
just east of the date line CCM variance is almost cer-
tainly too weak, probably because El Nifio events are
not felt by the model. Extratropical North Pacific vari-
ability also seems rather weak. The CCM does have
maxima of variability over Indonesia and the Amazon,

’

which have magnitudes similar to observational esti-
mates, but given the uncertainty of the observations,
the large values of variability in these regions are also
potentially underestimated.

Information about the possible consequences of
weak rainfall anomalies in our simulation can be
gleaned from the linear model. It can be used to esti-
mate those locations at which the direct effect of heating
anomalies is most effective at stimulating our low-fre-
quency patterns. Imposing a steady heating in the
model that is zero at all but one point and has the form
sinwo at that point, where ¢ is the vertical coordinate,
we find the effect of an isolated source. Spatially cor-
relating that response with an EOF indicates the impact
of that source on the production of the EOF pattern,
and plotting those correlations at the location of the
source provides a chart of the contribution that heating
at each location on the globe makes to the EOF struc-
ture.? When this procedure is applied to EOF2, the
plot in Fig. 13a is produced. This chart indicates that,
of the regions identified as potentially having weak

2 Alternatively, plots of the projection of each response onto the
EOF can be made. In our application, plots of projections are struc-
turally similar to plots of correlations.
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F1G. 13. Correlation between an EOF and the response of a model linearized about a three-
dimensional state to forcing at the point where the correlation is plotted. (a) Thermal forcing of
EOF2, (b) thermal forcing of EOF3, (c) vorticity forcing of EOF2, (d) vorticity forcing of EOF3.

Contour interval is 0.15.

diabatic heating anomalies in the CCM, only the equa-
torial central Pacific and extratropical North Pacific
could make a significant contribution to the mainte-
nance of EOF2. The possibility of western Pacific heat-

ing anomalies helping to maintain EOF2 is in accord
with the Pitcher et al. (1988) experiments, which
showed that an essentially identical version of the CCM
responded to a cold pool in the western North Pacific
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Ocean by producing a flow anomaly very similar to
negative episodes of our EOF2.

The corresponding plot in Fig. 13b for EOF3 shows
more potential for contributions from heating that
could be produced by SST anomalies. From that dia-
gram it appears that enhanced equatorial Pacific rainfall
anomalies west of the date line would contribute to
the pattern. Furthermore, there are locations in mid-
latitudes, particularly in the Pacific and eastern Asia,
from which heating is more adept at forcing EOF3 than
is tropical heating. Using a GCM with time-varying
SSTs, Lau and Nath (1990), too, found that certain
locations in the midlatitude North Pacific were able to
excite an atmospheric anomaly very much like our
EOF3.

Though the results of our point heating source cal-
culations indicate that in systems with time-varying
bottom boundaries heating anomalies may prove to
be relatively more important than our budgets suggest,
this fact does not override the basic fact that internally
generated low-frequency variations in fluxes by high-
frequency transients by themselves can, and probably
do, maintain conspicuous low-frequency patterns.

One possible explanation for the prominence of vor-
ticity fluxes in the maintenance of CCM low-frequency
anomalies can be discovered by again considering the
linear response to point sources. This time we use vor-
ticity forcing that is zero everywhere except at one point
where it has the value one at levels o = 0.189 and 0.336
and one-half at ¢ = 0.500. [ This distribution is meant
to approximate the vertical distribution of momentum
fluxes that Lau (1978) found to be typically associated
with midlatitude bandpass transients.] The correlations
between the response to these point sources and EOF2
and EOF3, displayed in Figs. 13c and 13d, show a good
deal of overlap between the region where CCM low-
frequency variability in transient fluxes tends to be
largest (Fig. 12b) and the points that are best at forcing
the prominent EOFs. This overlap is in contrast to the
situation for heating; there the overlap between heating
anomalies (Fig. 12a) and efficient excitation sites (Figs.

13a and 13b) is slight. This advantage must contribute
to the dominance of transient vorticity fluxes in our
budgets.

The point source calculations summarized in Figs.
13c and 13d can also be used to draw conclusions about
the structure of transients that help maintain low-fre-
quency anomalies in the CCM simulation. Both Egger
and Schilling ( 1983) and Branstator (1990) have dem-
onstrated that transients with no organized structure
(except, in the case of Egger and Schilling, geographical
localization) could be responsible for the observed
geographical distribution of low-frequency variability.
According to this viewpoint, the particular distribution
of transients that is required to support a given low-
frequency anomaly occasionally occurs by chance. If
this were the state of affairs in the CCM, then the dis-
tribution of vorticity forcing in our composites (i.e.,
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the Laplacian of Figs. 5a and 6a) would have the same
structure as the plots of correlation coefficients in Figs.
13¢ and 13d. But in fact, when such a comparison is
made, we find very little in common between the plots
of the vorticity sources that actually maintain the
anomalies and the plots showing the most effective
means of maintaining the anomalies. From this we
conclude that some process must be organizing the
high-frequency transients so that the low-frequency
vorticity sources they produce are not randomly dis-
tributed in space. Moreover, this organization must go
beyond the geographical localization seen in Fig. 12b;
localization alone would produce forcing patterns like
the dot product of Fig. 12b and Figs. 13c and 13d.

We noticed in section 5 that diabatic heating anom-
alies that accompany EOF episodes may be organized
by the low-frequency flow anomalies. This may also
be the case for the transient vorticity fluxes. This pos-
sibility is in accord with recent findings by Cai and
Mak (1990) and Robinson (1991), who have found
evidence in simple nonlinear models that low-fre-
quency anomalies may organize high-frequency tran-
sients in such a way that they, in turn, help to maintain
the low-frequency anomalies. It is also consistent with
the two-way interaction between high- and low-fre-
quency anomalies noted by Kushnir and Wallace
(1989) in medium-range forecasts.

Low-frequency anomalies like the ones we have
considered are thought to be flow components that are
potentially predictable beyond the two-week limit of-
fered by predictability theory. Our results have some
bearing on this possibility. First, our analysis shows
that the low-frequency variability previously docu-
mented by Lau (1981) and Chervin (1986) in general
circulation model simulations that exclude intrasea-
sonal sea surface temperature variability need not be
produced by tropical heating anomalies. Thus, a large
fraction of midlatitude low-frequency variability may
not be subject to the enhanced predictability associated
with variability caused by slowly changing boundary
conditions.

Second, the analysis indicates that, just as the ex-
periments of Palmer and Mansfield (1985) and Black-
mon et al. (1987) showed that a correct simulation of
the stationary climatological waves is crucial for the
correct prediction of midlatitude anomalies induced
by tropical heating, these waves must be correctly pro-
duced for the accurate prediction of anomalies main-
tained by midlatitude transients.

Third, our results call into question the very notion
that low-frequency anomalies may be especially pre-
dictable; to a large degree, their maintenance relies on
high-frequency anomalies whose predictability is
known to be limited. This pessimistic view would be
valid if the atmosphere relied solely on linear inter-
actions between the time-mean flow and high-fre-
quency transients for the maintenance of the low-fre-
quency anomalies. However, in this section we have
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argued that there is reason to believe the anomalous
transient fluxes that maintain the patterns are orga-
nized, perhaps by the low-frequency patterns, as Rob-
ertson and Metz’s (1989) linear calculations suggest is
possible. In experiments to be reported elsewhere we
have found the changes in the quasi-stationary flow
caused by the presence of EOF2 or EOF3 are sufficient
to produce the reorganization of the transients observed
in the CCM simulation during EOF2 and EOF3 epi-
sodes. Thus, it may be that, because the very presence
of a low-frequency anomaly can produce the required
anomalous transient eddy statistics, the maintenance
of long-lasting anomalies beyond two weeks is possible
in long-range forecasts. Hence, our basic finding that
anomalous transient eddy fluxes and their interaction
with the climatological waves are the primary means
of maintaining low-frequency anomalies need not pre-
clude the possibility of extended-range forecasts.
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APPENDIX
Dissipation in the Linear Budget

Except for very small errors, like those resulting from
temporal data sampling, the discretized form of (2)
and its companion equations is exact. But if one uses
that system (in which the Fickian term is the only dis-
sipation) to interpret stationary anomalies as the forced
response to the right-hand-side terms, one finds there
is large cancellation in the response to separate com-
ponents of the forcing, and the response is sensitive to
small forcing changes. This behavior indicates the ex-
istence of nearly resonant modes in the linear system,
and eigenanalysis of the operator can confirm this.

At the truncation used for forced solutions through-
out this paper the discretized operator on the left-hand
side of (2) contains 9408 degrees of freedom, making
eigenanalysis impractical. Reducing its order by trun-
cating spectral representation of variables at zonal
wavenumber 6 while retaining 16 meridional modes
for each wavenumber makes eigenanalysis possible.
Judging by the forced behavior of this truncated op-
erator, its characteristics are very similar to those of
the higher-resolution operator. The spectrum of the
reduced operator, as given by EISPACK routines using
elementary similarity transformations and the QR
method, is displayed in Fig. Ala. The mass of eigen-
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values near the origin confirms that there are many
structures that are nearly resonant to steady forcing.
In this way the spectrum is similar to those of the baro-
tropic vorticity equation linearized about climatological
flows, as reported by Branstator (1985), though the
barotropic spectrum has fewer eigenvalues near the or-
igin.

To control these near singularities in the operator
we add the dissipation terms mentioned in section 3.
With these included, the spectrum is as in Fig. Alb.
As one would expect, the dissipation has the general
effect of reducing growth rates. There are still many
modes with low frequency, but few are close enough
to being neutral to be quasi-singular. Thus, the response
of this operator is much less sensitive to small modi-
fications in forcing than the weakly dissipated operator
of Fig. Alb.

Still stronger dissipation would remove all traces of
resonance, but we believe this would have been un-
physical. Two pieces of evidence suggest that the em-
ployed dissipation is appropriate for our study. 1) It
was with this same dissipation that Branstator (1990)
found this model (at the zonal wavenumber 6 trun-
cation) had preferred low-frequency patterns whose
structure and prominence was similar to low-frequency
patterns in the CCM. Reapplication of the procedures
used by Branstator (1990) shows that the model has
this same property when truncated at zonal wave 10,
as in the current study. This suggests that the correct
family of modes is allowed to be near resonance by
this choice of dissipation. 2) When the viscous linear
operator is forced by all the forcing terms except D in
(2) and the companion equations, as diagnosed to oc-
cur in the CCM during episodes of low-frequency
EOFs, the linear response is similar to the EOF com-
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FIG. A2. Response of the model linearized about a three-dimen-
sional state to the sum of all diagnosed forcing terms for composites
of (a) EOF2+, (b) EOF3+. Contour interval is 1 X 105 m?s™'.

posites. Figures A2a and A2b are examples of such
forced solutions. The similarity between these patterns
and the composites of Fig. 1 indicates that the linear
dissipation is both controlling the resonances of inviscid
operators and approximating the perturbation dissi-
pation that actually occurs during episodes of the
anomalies we are studying.

Though we believe the particular dissipation em-
ployed has its merits, the fact remains that our results
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are affected by this choice. One way to see this is to
consider a scale-independent modification to the dis-
sipation, that is, one of the form af on each of the
model’s primary fields £. Such a modification has the
effect of moving each eigenvalue up or down a fixed
distance in a plot like Fig. Al. Thus, such a change in
the dissipation will bring different eigenmodes closer
to or farther from resonance, and hence affect the
model’s response to a given forcing function.

For the operator based on a zonally symmetric basic
state used in section 4, resonance is not as important
an issue. Without the basic-state asymmetries, there
are no low-frequency modes with significant growth
rates, and so no mode is nearly resonant to stationary
forcing, provided dissipation of the strength commonly
used is employed.
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