
Martin Stendel Æ Irene A. Mogensen

Jens H. Christensen

Influence of various forcings on global climate in historical times
using a coupled atmosphere–ocean general circulation model

Received: 15 November 2004 / Accepted: 14 May 2005
� Springer-Verlag 2005

Abstract The results of a simulation of the climate of
the last five centuries with a state-of-the-art coupled
atmosphere–ocean general circulation model are pre-
sented. The model has been driven with most relevant
forcings, both natural (solar variability, volcanic aer-
osol) and anthropogenic (greenhouse gases, sulphate
aerosol, land-use changes). In contrast to previous
GCM studies, we have taken into account the latitu-
dinal dependence of volcanic aerosol and the changing
land cover for a period covering several centuries. We
find a clear signature of large volcanic eruptions in the
simulated temperature record. The model is able to
simulate individual extreme events such as the ‘‘year
without a summer’’ 1816. Warm periods in the early
seventeenth century and the second half of eighteenth
century occur in periods of increased solar irradiation.
Strong warming is simulated after 1850, in particular
over land, going along with an increase of the positive
North Atlantic Oscillation (NAO) phase. Consistent
circulation anomalies are simulated in multidecadal
means with similarity to observed and reconstructed
anomalies, for example during the late seventeenth
and early eighteenth century. The model is able to
reproduce some of the observed or reconstructed re-
gional patterns. We find that cooling around 1700 and
at the end of the eighteenth century is less than in
other studies, due to the relatively small variations in
solar activity and the relatively modest volcanic forc-
ing applied here. These cooling events are not re-
stricted to Europe and North America, but cover most
of the Northern Hemisphere. Colder than average
conditions, for example during the late seventeenth
and early eighteenth centuries, go along with a de-

crease in pressure difference between low and high
latitudes and a decrease of the North Atlantic Oscil-
lation. This favours positive sea ice anomalies east of
Greenland and around Iceland, leading to widespread
negative temperature anomalies over Europe. We also
find characteristic blocking patterns over Western
Europe, in particular during autumn, which contribute
to the advection of cold air.

1 Introduction

Considerable attention has recently been paid to the
evolution of climate and in particular temperature over
the last couple of centuries. Since we generally do not
have a sufficient amount of direct measurements prior
to about 1850, so-called proxy data (tree rings, ice
cores, corals and historical documents) must be used to
assess the climate of earlier times. In order to put the
temperature evolution of the twentieth century into a
longer-term context, estimates of natural variability
(internal variations of the climate system in the absence
of external forcings) as well as forced variability (both
natural and anthropogenic) are required. Several such
multi-century reconstructions exist and have received
considerable attention, e.g. Mann et al.’s ‘‘hockey
stick’’ (Mann et al. 1999). Other reconstructions have
been presented, e.g. by Huang et al. (2000), Briffa et al.
(2001) and Esper et al. (2002), the first based on
borehole temperatures and the other two on tree rings.
An extensive review paper by Jones and Mann (2004)
puts these and other estimates of past temperature
variability in context. Using idealised proxy records
obtained from a coupled model simulation, von Storch
et al. (2004) argued that centennial variability may
have been larger than these empirical reconstructions
indicate. A similar result was obtained by Moberg et al.
(2005) who applied a wavelet transform technique to
combine information from high-resolution (tree rings)
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and low-resolution proxy data (ice cores, corals, sedi-
ments, boreholes).

Climate reconstructions based on proxies have
inherent uncertainties (Jones and Mann 2004). The
resolvable variables and the regions for which these
reconstructions are derived are not necessarily identi-
cal. As an example, tree growth is sensitive to tem-
perature and precipitation, but the actual ring
thicknesses will depend on which quantity is the lim-
iting factor. They can therefore differ considerably
even for nearby locations. Furthermore, tree-ring-
based climate reconstructions are generally limited
to the respective warm season in the extratropics,
while ice core data are restricted to the polar regions
and some tropical mountains, and coral data gener-
ally come from shallow tropical and subtropical
ocean regions. Since this makes a direct comparison
difficult, so-called multi-proxy methods (Mann et al.
1998; Luterbacher et al. 2002, 2004) have been devel-
oped.

In such a situation, multi-century transient climate
simulations can help us to gain understanding of the
temperature variations of past centuries and of the
underlying physical processes when conducted with
state-of-the-art coupled general circulation models.
Such simulations have recently been conducted either
as time-slices (Shindell et al. 2001a) or as transient
experiments (Cubasch et al. 1997; Hegerl et al. 1997;
Cubasch and Voss 2000; Stott et al. 2000; Crowley
2000; Zorita et al. 2004). Their results agree broadly
with the reconstructions of Mann et al. (1999) and
other authors. According to both model results and
reconstructions, there was an extended period until the
mid-nineteenth century with temperatures lower than
present. This period is often (somewhat incorrectly, see
Jones and Mann 2004) termed the Little Ice Age
(LIA). There is historical evidence for particularly low
temperatures in Europe, Asia and North America
during the so-called Late Maunder Minimum (LMM,
circa 1675–1715; Mann et al. 1998; Luterbacher et al.
2001; Luterbacher et al. 2004), a period with reduced
solar activity (Eddy 1976). However, several proxies
from the Pacific region (Druffel and Griffin 1993;
Quinn et al. 1998; Hendy et al. 2002) also show low
temperatures during this period.

In order to conduct such a transient simulation, it
is essential to be able to quantify as many of the
various natural and anthropogenic forcings that are at
play as realistically as possible. The work documented
in this paper differs from previous publications on the
same subject by two aspects: we have included a lat-
itude dependence of volcanic aerosol and a description
of land-use changes in the forcing. While most publi-
cations have used global averages of volcanic aerosol
optical depth, a few studies taking into account a
latitudinal dependence have been published (Stott
et al. 2000; Hansen et al. 2002; Ammann et al. 2003).
All of these, however, have covered only the last
roughly 100 years.

Numerous attempts have been made to quantitatively
assess the impact of volcanic eruptions on climate. One
problem inherent to many of these reconstructions is
that they rely not on volcanism-dependent, but on cli-
mate-dependent, proxies such as historical documents or
tree rings. The first volcanic index, the dust veil index
(DVI) was published by Lamb (1970). It consists of
historical reports, optical phenomena and (for the post-
Krakatoa period) radiative measurements. Since tem-
perature changes go into the index, there is a possibility
of circular reasoning when relating climate variables to
the index. The volcanic explosivity index (VEI, Newhall
and Self 1982) avoids these problems, since it is entirely
based on volcanic data. However, there is no possibility
of obtaining the height of the eruption column and
therefore the ‘‘climate relevance’’ from the VEI.

Both DVI and VEI are global averages. There is,
however, a distinct difference between tropical and
high-latitude eruptions with respect to their effect on
climate (see Robock 2000 for a detailed discussion).
Therefore, Sato et al. (1993) created a zonally depen-
dent time series of aerosol optical depth, which is
based on optical measurements and therefore only
covers the last 150 years. Information about earlier
volcanic activity can be obtained by measuring the
acidity in ice cores, which is due to the deposition of
volcanic sulphate on glacial ice following an eruption.
However, individual ice cores are quite noisy (small
eruptions nearby may have the same signature as large
distant eruptions), so multiple ice cores have to be
used. Robock and Free (1995, 1996) constructed such
an ice core volcanic index (IVI) from Greenland,
Ellesmere Island and Antarctic ice cores. More
recently, Robertson et al. (2001) created an annually
resolved, latitude-dependent volcanic aerosol index
(VAI) for the last five centuries which combines ice
core data from high latitudes of both hemispheres
with historical observations and satellite data. Due to
the potential influence of non-volcanic aerosol (e.g.
from deserts), low-latitude, high-elevation ice cores
were excluded from the analysis.

Not only is the geographical position of the volcano
important, but also the timing of an eruption (see Ro-
bock 2000 for discussion). This can be implicitly taken
into account by an appropriate scaling factor in the
Robertson et al. data set. As an example, the date of the
Tambora eruption (10 and 11 April 1815) is known as
well as the fact that there were no large eruptions in the
previous 3 or 4 years. We can therefore assign the
optical depth anomalies in 1815 due to the eruption to
the last two-thirds of the year. However, there are a
number of eruptions where we do not know the exact
date of eruption (and sometimes not even the source
volcano).

Recently, a new latitude-dependent data set with
monthly resolution was published by Ammann et al.
(2003). So far, this data set is the only one that tries to
incorporate realistic (model) dynamics. It is based on the
amount of sulphate released and assumptions about the
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peak optical depth, as well as the horizontal spread of
the volcanic cloud as a function of latitude and season,
which is obtained with a climate model.

The other aspect is the inclusion of land-use
changes. While several authors have quantified the
relative contributions of natural and anthropogenic
forcings on climate, most of these studies have not
explicitly taken into account anthropogenic land use
changes. A number of studies using reduced com-
plexity models (Brovkin et al. 1999; Bauer et al. 2003)
yielded relatively small cooling due to land-use change
on the order of 0.3 K for the last millennium. As in
the present study, they have used transient scenarios
of land cover change for the period of interest. Several
studies have used general circulation models under
equilibrium conditions. Most of them agree that glo-
bal temperature changes due to land-use change are
very small. However, regionally there can be quite
large effects on the order of 1–2 K, both warming and
cooling (Betts 2001; Zhao et al. 2001; Bounoua et al.
2002). Furthermore, several authors (Chase et al. 2000,
2001; Govindasamy et al. 2001) argued that near-

surface temperature anomalies due to land-use changes
are of the same order or even larger than changes due
to greenhouse gases and sulphate aerosol. One exam-
ple of a vegetation model interactively coupled to a
GCM is given by Matthews et al. (2004).

All the models used in the studies mentioned above
are of intermediate complexity. In the present study, we
have chosen to force a state-of-the-art coupled climate
model with a transient data set of land cover changes,
which is described in detail below.

The structure of the paper is as follows: Sect. 2 gives
a short introduction to the model used and describes in
detail the forcings that were applied and the experiment
setup. The evolution of near-surface temperature is
compared to observations, reconstructions and model
simulations in Sect. 3. In Sect. 4, we focus on European
circulation anomalies and the North Atlantic Oscillation
(NAO) during the LMM. Sect. 5 discusses the oceanic
response. In Sect. 6, the results and the underlying
mechanisms are discussed and set in context to other
simulations.

Fig. 1 Effective solar constant
(W m�2), expressed as the sum
of solar forcing and the effect of
volcanic aerosols
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2 Model setup and experimental design

2.1 Model

In this study, we use the coupled ocean-atmosphere
model ECHAM4-OPYC3. Its atmospheric part, EC-
HAM4, is described in Roeckner et al. (1999). It includes
a simplified model of the tropospheric sulphur cycle
(Feichter et al. 1996, 1997), which is driven by prescribed
surface emissions. The direct and the first indirect aer-
osol effect (effect of aerosols on droplet concentration
and size) are taken into account, whereas the effect on
cloud lifetime is neglected. Also the effect of prescribed
changes in tropospheric ozone is included, whereas the
forcing due to stratospheric ozone depletion (Ramasw-
amy et al. 1996) is neglected. Prognostic variables (vor-
ticity, divergence, logarithm of surface pressure,
temperature, specific humidity, and mixing ratio of total
cloud water) are represented by spherical harmonics
with a triangular truncation at wave number 42 (T42),
equivalent to a horizontal resolution of approximately
2.8�. In the vertical, 19 hybrid sigma-pressure levels are
used, with the uppermost level at 10 hPa.

The ocean model is an extended version of the OPYC
model (Oberhuber 1993), which consists of sub-models
for the interior ocean, the surface mixed layer and sea-
ice. The ocean model has 11 layers, with the horizontal
resolution in the extratropics approximately corre-
sponding to that of the atmospheric model. Near the
equator, the latitudinal grid distance is gradually de-
creased to 0.5�.

Ocean and atmosphere are quasi-synchronously
coupled, exchanging information once per day. An an-
nual mean flux correction for freshwater and heat is
applied, based on present-day climate conditions. Fur-
ther details about the model can be found in Stendel
et al. (2000) and references therein.

Another long transient climate simulation has re-
cently been published by Zorita et al. (2004). While we
here use the same atmospheric model as these authors,
but with a higher resolution (T42 truncation instead of
T30), Zorita et al.’s experiment differs from the one
described here in the ocean component as well as in the
forcing data used.

2.2 Forcings

Next, the individual forcings utilised in this study are
described in detail. As natural forcings, solar irradiation
variability and volcanic emissions are taken into ac-
count. Anthropogenic forcings include time-dependent
concentrations of greenhouse gases and chlorofluoro-
carbons (CFCs), land-use changes and a simplified tro-
pospheric sulphur cycle. Orbital variations can be
neglected due to the comparatively short period that is
investigated here (compare e.g. Lorenz and Lohmann
2004).

2.2.1 Solar irradiation variability

We used the data set of Lean et al. (1995, updated),
covering the period 1500–2000 with annual resolution,
in which hypothesised spectral changes in the ultraviolet
part of the spectrum are considered. From 1610 on-
wards, direct observations of the 11-year solar cycle
from sunspots are available. For the 110 years before,
reconstructions from 10Be ice core and 14C tree ring data
were used. A low-frequency trend with an increase of
total solar irradiation by about 0.2% from the Maunder
Minimum until today is visible, see Fig. 1. This trend
(for discussion compare Solanki et al. 2004) was ob-
tained from calibration with stars similar to the Sun.
Beryllium is produced in the upper atmosphere and its
formation is weakened by solar activity. However, the
high-frequency (11 years) relation to insolation is not
very strong, in particular during solar minimum periods.
One can in principle use the 14C record to calibrate the
Beryllium data. As 10Be, this carbon isotope depends on
the flux of cosmic rays, which goes along with solar
activity. The problem is that one first has to get rid of
(known) climatic influences so that only the remainder
can be attributed to solar activity. Since no independent
calibration to irradiance exists, a change from the LMM
to present-day conditions is estimated; however this is a
quantity that is not well constrained (see Foukal et al.
2004).

Apart from volcanic activity (see below), Fig. 1
clearly shows several minima in solar irradiance, in
particular the Spörer Minimum in the first part of the
sixteenth century, the well-known Maunder Minimum
(about 1650–1715) and the Dalton Minimum in the early
nineteenth century. Since then, a general increase in
irradiance is evident.

2.2.2 Volcanic sulfur emissions

The volcanic aerosol distribution during the last
500 years is far from well known since no direct
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Fig. 2 Comparison of the globally averaged effective solar forcing
used in Crowley et al. (2000), Zorita et al. (2004) and in this study.
The volcanic optical depth used in this study consists of annually
resolved data (Robertson et al. 2001) for the period 1500–1889 and
monthly resolved data (Ammann et al. 2003) from 1890 onwards
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observations exist. In Fig. 2, we compare the globally
averaged effective solar radiation for three different
data sets. Evidently, there is considerable uncertainty
about the actual amount of volcanic aerosol ejected
into the stratosphere, resulting in a difference by a
factor of 4 between the Crowley and Robertson data
sets even for reasonably well-documented eruptions
like Krakatoa 1883. The Ammann et al. (2003) data
set fails to describe the variations of s for the fairly
well-observed eruptions of Agung in 1963 and El
Chichon in 1982 (Sato et al. 1993; Stothers 2001). This
highlights the large uncertainties in reconstructing
volcanic aerosol load. Here we have used the annu-
ally-resolved Robertson et al. (2001) volcanic optical
depth data set for the period 1500–1889 and the
monthly-resolved data of Ammann et al. (2003) from
1890 onwards.

The optical depth s—calculated for the Robertson
et al. data from the sulphate aerosol concentration in
the ice following Stothers (1984) and modelled for the
Ammann et al. data—can be expressed as an anom-
alous radiative forcing at the tropopause, following
the procedure described in Andronova et al. (1999).
Even though s is only given for a single wavelength
(k=0.55 lm), one can obtain zonally averaged esti-
mates of the radiative forcings independently for the
long wave and the solar part by taking into account
monthly mean solar insolation (more specifically, the
cosine of the solar zenith angle), effective emitting
temperature, the fraction of daylight during a day and
the planetary albedo in the absence of volcanic aero-
sol. The latter is obtained from the HYDE data set,
which is described in detail below. Andronova et al.
show that the net radiative forcing at the tropopause
obtained with this approach fits well with results
found using a detailed radiative transfer model. In
their approach, the increase of stratospheric tempera-
ture is only estimated to obtain the long-wave forcing,
but there is no feedback to the model.

We note that the forcing time series used in Zorita
et al. (2004) is deduced from the Crowley data, but also
assumes larger variations in solar irradiation than the
data used here.

2.2.3 Well-mixed greenhouse gases

The annual concentrations of greenhouse gases (CO2,
CH4 and N2O) are also taken from Robertson et al.
(2001). They have been obtained from ice core data. For
the well-mixed carbon dioxide, one measurement from
Law Dome (Antarctica) is sufficient. For methane,
which is less well mixed, time series from both hemi-
spheres have been averaged. N2O, on the other hand, is
rather variable in different measurements; therefore an
average of a number of Antarctic records was used. The
concentrations of CFCs have been taken from obser-
vations described in the third IPCC assessment report
(Nakicenovic et al. 2000).

2.2.4 Land-use changes

In contrast to previous studies (e.g. Zorita et al. 2004),
we also take into account the effects of anthropogenic
vegetation changes. Land cover changes affect the cli-
mate by impacting the surface energy and moisture
fluxes. We use the so-called HYDE ‘‘A’’ data set (Klein
Goldewijk 2001), which includes on a 0.5� by 0.5� grid
croplands as well as areas used as pasture, which are
estimated from population densities as well as estimates
of livestock, gross domestic product and industrial
production. As far as possible, the data have been or-
ganized on a country level. There is one vegetation class
considered to be representative for every grid cell. In a
first step, the vegetation classes were assigned to the
ECHAM vegetation classes (Claussen 1994 with later
updates by Hagemann et al. 1999) and interpolated to
the model grid. Then, following Hagemann et al., dif-
ferences from present-day conditions for background
albedo, forest and vegetation ratio, leaf area index and
surface roughness are determined. The data set has a
resolution of 50 years from 1700 to 1950, and present-
day conditions are given as values for 1990. For years
not included in the data set, we interpolate the fields
linearly in time. Prior to 1700 and after 1990, the values
have been set to those for 1700 and 1990, respectively.
The data set shows large-scale deforestation in Europe
in the eighteenth century, in the western U.S. in the
second half of the nineteenth century and, more recently
in East Asia (not shown). Historic albedos from this
data set are also used for the estimation of the short-
wave volcanic forcing that is described in Volcanic sul-
phur emissions.

2.2.5 Anthropogenic sulphate aerosol

ECHAM4 has a simplified tropospheric sulphur cycle
described in detail in Roeckner et al. (1999). Sulphur
emissions with their actual geographical positions are
given as decadal means from 1860 onwards. The trans-
formation to sulphate semi-Lagrangian transport of the
sulphate aerosols as well as dry and wet deposition of
sulphate particles from the atmosphere (Feichter et al.
1996) are taken into account. The indirect aerosol effect
on cloud albedo, following Boucher and Lohmann
(1995) and Lohmann and Feichter (1997), is also in-
cluded. In addition, the tropospheric ozone concentra-
tion is allowed to vary as a result of prescribed
concentrations of anthropogenic precursor gases (CH4,
NOx, CO) and stratospheric O3 and NOx whose con-
centrations are given for 1860 and 1985 and linearly
interpolated in between (Roelofs and Lelieveld 1995).

2.3 Experiment setup

The model was run to near equilibrium conditions
from present-day to A.D. 1500 conditions by applying
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the pre-industrial values of all the forcings described
above. After a period of 500 years, the model vari-
ables had asymptotically approached near constant
values with a residual decadal surface temperature
trend of �1.5·10�3 K and a residual decadal surface
salinity trend of �2·10�4 psu. We note that this
procedure only brings the upper 1–2 km of the ocean
into approximate equilibrium; for the deep ocean, a
much longer period would be needed. From this
starting point, an unforced control simulation and a
forced experiment including all forcings have been run
for 500 years each. For an estimation of the effect of
land-use changes, an additional simulation was run for
the last 300 years using constant vegetation for 1700.

The forcings were applied in the following way.
Land-use variables were interpolated in space and time
to the ECHAM grid and then used to replace the stan-
dard model values for background albedo and related
quantities. For the volcanic aerosols, the procedure
following Andronova et al. (1999) was adopted, which
allows for an estimate of the short- and long-wave
contributions to the forcing anomalies at the tropopause
as a function of optical thickness. The so obtained
net forcing was then added to the solar irradiation data
to form the (latitude-dependent) ‘‘effective solar con-
stant’’ which is shown in Fig. 1. The other forcings were
applied the usual way, described in Roeckner et al.
(1999).

3 Evolution of near-surface temperature and comparison
to proxy data

Figure 3 compares the simulated evolution of global
near-surface temperature with reconstructions from
instrumental observations, an energy balance model
(Crowley 2000), dendrochronologies (Esper et al. 2002),
borehole data (Huang et al. 2000), Mann and Jones
multi-proxy reconstruction (Mann and Jones 2003) and
Zorita et al.’s model simulation with the same atmo-
spheric model in coarser resolution (Zorita et al. 2004),
but with a different ocean model. Temperatures in our
study generally follow the proxy data, with negative
anomalies during the LMM (late seventeenth and early
eighteenth century) and around 1830 as well as a strong
temperature increase since the mid-nineteenth century.
Over land, the overall temperature increase is 1.8�C, of
which 1.5�C occurs during the twentieth century. Over
the oceans, we find an increase of 1.0�C, most of which
occurs during the twentieth century as well. Compared
to the simulation by Zorita et al., the negative anomalies
in our simulation are smaller. This can be explained by
the much larger solar variability and volcanic forcing
that has been used in their data set.

The temperature increase is not uniform, neither in
latitude nor in time. In particular, large volcanic
eruptions can influence global temperature on a time

Fig. 3 Thirty-year running
averages of near surface
temperature anomalies 1500–
2000 for the instrumental
record (brown curve), the
reconstructions of Huang et al.
(2000, yellow curve), Esper
et al. (2002, light blue) and
Mann and Jones (2003, dark
blue), the model simulations of
Crowley (2000, black) and
Zorita et al. (2004, green) and
for this study (red curve)
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Fig. 4 Late Maunder Minimum winter (DJF, left column) and summer (JJA, right column) temperature anomalies (K) from the average
1500–1700 for (a) 1666–1690, (b) 1691–1715. Top panels: empirical reconstructions (Luterbacher et al. 2004), bottom panels: this study
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scale of several years. The most striking example fol-
lows the eruption of Tambora in 1815. The ‘‘year
without a summer’’ 1816 following this event (see e.g.
Harington 1992 or Robock 1994 for extensive reviews)
is evident in the simulation (not shown). Over land, the
temperature decrease after the Tambora eruption
amounts to more than half a degree, which is in line
with estimates from historical evidence by Stothers
(1984), see also Self et al. (2004). Other examples of
major volcanic events leaving an imprint in the global
temperature curve include Laki on Iceland in 1783 and
Krakatoa (Indonesia) in 1883. Also the ‘‘1809 event’’
(clearly visible in ice cores, the responsible volcano
remaining unknown, see Budner and Cole-Dai 2003)
can be identified.

While the model is able to depict the direct radiative
effects of large volcanic eruptions, it fails to simulate the
flow anomalies triggered by tropical eruptions (Robock
and Mao 1995; Shindell et al. 2001b) which warm the
sub-polar stratosphere, thus causing an increase in the
pole–midlatitude temperature gradient and therefore
leading to warmer than normal temperatures in the
winter following such an eruption in large parts of
Europe. As mentioned above, this can be explained by
the lack of feedback of the increased stratospheric
temperature to the model. We also note several cooling
periods on multidecadal time scales, which will be dis-
cussed in detail in the next section. Warm periods in the
early seventeenth century and in the second half of the
eighteenth century are likely caused by increased solar
irradiation.

To assess the regional distribution of anomalies
during the late seventeenth and early eighteenth century,
we compare simulated and reconstructed seasonal tem-
perature anomalies over Europe from the 200 year
average 1500–1700 (Fig. 4). The temperature recon-
struction is by Luterbacher et al. (2004) who used a
multi-proxy approach including long instrumental time
series, temperature and sea ice indices estimated from
documentary proxy evidence (e.g. Pfister 1999; Glaser
2001; Xoplaki et al. 2001; Vinther et al. 2003; Bràzdil
et al. 2005 and references therein) as well as a few sea-
sonally resolved natural proxies from tree rings and
Greenland ice cores. According to this reconstruction,
the period was characterised by colder than average
winter conditions over most of the continent and posi-
tive anomalies over most of Scandinavia. The model is
able to depict this general pattern and thus seems to have
skill to simulate large scale regional climate changes. For
spring (not shown), the model is also able to pick up the
general anomaly pattern, while simulated cold anomalies
in summer extend too far south. The general increase of
blocking situations over the European–Atlantic region
(qualitatively defined here by positive geopotential
anomalies between 40�N and 60�N and negative anom-
alies further south in monthly mean values) during this
period (compare Luterbacher 2001; Luterbacher et al.
2001) is also simulated. We note that a thorough defi-
nition of ‘‘blocking’’ requires an assessment of persis-

tence that can only be obtained from daily data (e.g.,
Tibaldi et al. 1994). Such an investigation is beyond the
scope of this study and will be presented in a follow-up
paper. In autumn we find an anomalous blocking pat-
tern over the British Isles, whereas in the reconstructions
higher than average pressure is rather found over
northern Scandinavia (not shown). Accordingly, too
large positive anomalies are simulated over western
Europe with respect to the reconstruction, whereas the
cold anomalies further east are well captured.

To assess the effect of vegetation changes, we have
conducted a sensitivity experiment where background
albedo, forest and vegetation ratio, leaf area index and
surface roughness were held constant at 1700 values (not
shown). While the global effect of vegetation changes is
small (less than 0.1 K), differences up to �0.3 K are
simulated over Europe in the eighteenth century and
over the U.S. Great Plains in the nineteenth century with
the full forcing simulation being colder. There is also a
modest reduction in temperature over south eastern Asia
in the first half of the 20th century. This is in agreement
with estimates from transient experiments by Bertrand
et al. (2002) and Matthews et al. (2003), but smaller than
the results reported by Matthews et al. (2004) using an
interactively coupled vegetation model.

4 Atlantic–European circulation patterns

4.1 Multidecadal circulation anomalies

In order to further assess typical Atlantic–European
circulation anomalies in the model, a time series of
European temperature anomalies was constructed, cov-
ering the same area as the Luterbacher et al. data. From
this time series, several 25 year segments were chosen: a
particularly cold period centred on 1788, a warm spell
centred on 1612 and two periods covering the onset
(1666–1690) and the end (1691–1715) of the cold period
during the LMM. For these periods, temperature (both
near-surface and deep-soil), precipitation, sea ice cover
and 500 hPa height (sea level pressure is very similar)
were compared to the average 1500–1700. As an exam-
ple, we here show these fields for spring and autumn of
the second cold period (Fig. 5). In the other seasons,
anomalies are not as clearly visible, as discussed below.

During cold periods in winter (DJF), positive sea ice
anomalies are found in the Greenlandic/Icelandic re-
gion. The opposite is true for warm periods. An inves-
tigation of global temperature anomalies reveals that the
anomalous ice cover not only influences the temperature
of adjacent regions, but also is correlated to circulation
and temperature anomalies quite far away. Over Eur-
asia, we find a general weakening of the zonal circulation
by either anomalous high pressure in the polar region
(‘‘low index’’ type, 1666–1690) or anomalous low pres-
sure over most of Eurasia (‘‘high index’’ type, 1776–
1800). Both types of circulation anomalies favour posi-
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tive sea ice anomalies near Iceland and along Green-
land’s east coast. These go along with large cold
anomalies both for near-surface and deep-soil tempera-
ture over Northeast Europe (Fig. 5b, c). In contrast,

during both warm periods anomalous high pressure is
simulated over large parts of Eurasia, favouring negative
sea ice anomalies around Greenland and Iceland and
increased cyclonic activity along 40�N. Anomalies that

Fig. 5 Twenty-five-year (1776–1800) anomalies from the 200 year mean 1500–1700 for (a) 500 hPa geopotential (gpm), (b) 2 m
temperature (K), (c) deep-soil temperature (K) and (d) sea ice cover (%). Top panel: spring (MAM), bottom panel: autumn (SON)
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characterised a particular winter tend to extend into the
following spring.

Also in summer (JJA), cold periods are characterised
by a simulated weakening of the zonal circulation caused
by either anomalous high pressure over Greenland (‘‘low
index’’ type, 1776–1800) or anomalous low pressure over
most of Europe/Asia (‘‘high index’’ type, 1666–1690).
Both circulation patterns go along with a southwest
displacement (and probably weakening) of the Azores
high and generally tend to transport cool Atlantic air
masses into most of Europe. The opposite is the case
during the periods of warm anomalies. As mentioned
above, the most striking circulation anomalies occur in
autumn (SON) where, even in the 25 year average, a
500 hPa anomaly of more than 20 geopotential metres is
simulated over Western Europe.

4.2 The North Atlantic Oscillation

The effect of atmospheric circulation changes on tem-
peratures in Europe is further analysed by looking at the

temporal evolution of the NAO. Figure 6 shows the
principal component (PC) time series of the two leading
empirical orthogonal functions (EOFs) of European–
Atlantic sea level pressure. The first EOF, representing
the NAO, explains 37% of the total variance. Even
though proxy-based NAO reconstructions exhibit only
limited skill (Schmutz et al. 2000), there is evidence from
reconstructions by Luterbacher et al. (2002) and Glück
and Stockton (2001) for a strong increase in zonality
since the mid-nineteenth century. Such an increase for
the last 150 years—with the notable exception of the
1940s that were characterised by low NAO indices in the
European–Atlantic region—is also visible in the model
data.

Corroborating results by Zorita et al. (2004)—ob-
tained with quite a different forcing—we find a shift of
the NAO index from negative to positive values
approximately halfway through the cold period during
the LMM (Fig. 4). The onset phase (1666–1690) oc-
curred with several extremely cold winters, e.g. 1683/
1684, the coldest winter of Manley’s (1974) Central
England temperature series. This cold period is well

Fig. 6 Twenty-year running average of the first and second
principal components (PCs, top) of sea level pressure in the
Atlantic–European sector. The associated empirical orthogonal
functions (EOFs) explain 37.0% and 19.6% of the variance,

respectively. The time series have been normalised so that the
information about the strength of the variation is contained in the
patterns. The unit of the EOFs is hPa
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covered by the model with negative anomalies near 1 K
over northern Fennoscandia. The following two and a
half decades (1691–1715) are generally dominated by the
positive NAO phase, leading to advection of warm air
into Scandinavia. The spatial structure is comparable for
reconstructions and simulations. The amplitude is
overestimated by the model by a factor of 2. The model
is, however, not doing so well for the other seasons.
While the magnitude of the anomalies is captured well,
the regional distribution is not, in particular in spring
and autumn. This is probably related to the comparably
large number of blockings, which are not always simu-
lated well by the model.

A circulation pattern with high pressure over the
British Isles is given by EOF2, which explains almost a
fifth of the variance. The corresponding PC has a large
loading during most of the late seventeenth and early
eighteenth century (Fig. 6), thus corroborating our
findings about the increase of blocking patterns dis-
cussed above.

Part of the internal variability of the NAO may be
unrelated to the applied forcings. An ensemble of
experiments would therefore be desirable for a thorough
assessment.

5 Oceanic response

Rahmstorf and Ganopolsky (1999) report of a general
slowing down of the Atlantic thermohaline circulation
(THC) under global warming conditions, caused by the
decrease of surface water density by either increased
warming or an anomalous freshwater flux. However, in
ECHAM4/OPYC, we do not find a particular sensitivity
to changes in the forcing (not shown). This is a partic-
ular property of this model: under warming conditions,
the stability of the THC is caused by a poleward trans-
port of anomalously saline water (caused by anomalous
evaporation) from the tropical Atlantic. This remote
effect is able to compensate for the local effects in the

North Atlantic which tend to decrease the density of
surface water through warming and increase in fresh-
water flux (Latif et al. 2000). The opposite is true for
cooling conditions. Therefore, the THC remains rather
stable throughout the simulation. For this particular
experiment, the mean overturning is 21.0 Sv with a
standard deviation of 3.2 Sv. Over the simulation peri-
od, we find a slight decrease of 0.03 Sv.

As an example for intermediate depths (below the
mixed layer down to about 1,000 m), we present time
series for temperature and salinity at 200 m depth in
Fig. 7. The temperature curve shows a decrease for the
first 200 years of the simulation, and the lowest values
are found around 1700, followed by a modest increase
and low temperatures a couple of years after the erup-
tion of Tambora. From the mid-19th century, temper-
atures at this level increase by almost half a degree. The
salinity shows a slow decrease by approximately
0.03 psu.

The vertical distribution of temperature trends in the
forced simulation and in the control run is shown in
Fig. 8. As mentioned before, it can be seen that even
after 500 years, the deep ocean has not yet reached
equilibrium. However, this does not affect the ocean
layers above, at least not for the time periods considered
here. Both simulations are quite similar below about
800 m. Above that depth, we see the dominating effect
of the recent warming in the forced simulation whereas
there is a general decrease of temperature in the control
run.

6 Discussion

Near-surface temperatures as well as deep soil temper-
atures well below the long-term average are simulated
for extended periods, including the cold period during
the LMM. We find an accompanying decrease in solar
irradiation and an increase in volcanic activity during
the same periods. Compared to other models (Fig. 3),

Fig. 7 Time series of
temperature (�C) (left panel)
and salinity (psu) (right panel)
at 200 m depth in the forced
simulation
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the model response is larger than in Crowley’s (2000)
energy balance model, but clearly smaller than in the
simulation of Zorita et al. (2004). ECHAM4/OPYC has
an effective climate sensitivity (i.e. equilibrium temper-
ature change for CO2 doubling) of 2.6 K, which is about
the average of all IPCC models (IPCC 2001). Zorita
et al.’s model, based on the same atmospheric compo-
nent, has a similar sensitivity. The reason for the dif-
ference is that Crowley’s model is an energy balance
model, which cannot take into account nonlinear dy-
namic effects, in particular at high latitudes: under
warming conditions for the twenty-first century, EC-
HAM’s temperature rise is up to three times as large as
in the global average (Stendel et al. 2000).

On the other hand, Fig. 2 shows that the volcanic
forcing in Zorita et al.’s simulation is roughly a factor of
4 larger than in this study, with the exception of the 1809
event and the 1815 eruption of Tambora (which have
comparable sizes in both experiments). Also, the multi-
decadal variability in solar irradiation is considerably
larger in their data set. Zorita et al. assume an increase
in irradiance by 0.3% from the LMM to present-day
conditions (we use Robertson et al.’s 0.19%). Other
authors suggest values from 0.15% (Solanki et al. 2004)
to 0.65% (see discussion in Bard et al. 2000). This
highlights the considerable uncertainty in solar irradi-
ance reconstructions. The fact that there is a clear re-
sponse also in our simulation can be explained by the
large impact of extratropical volcanoes on high-latitude

temperatures (see e.g. Laki on Iceland in 1784) in the
solar part of the spectrum (see Sect. 2). Latitudinal
resolution (as well as correct placement in time) of the
volcanic aerosol is therefore essential, but unfortunately
these quantities are generally not well known.

As suggested by Shindell et al. (2001a), a decrease in
radiative forcing, caused by volcanic aerosol or a de-
crease in solar irradiation, leads to a decrease in the
upper tropospheric temperature gradient between the
tropics and high latitudes and a decreased northward
transport of momentum and therefore to a weakening of
the NAO. Despite the rather simplified representation of
the stratosphere in ECHAM, we see a similar weakening
of the zonal flow with decreased radiative forcing (not
shown) in our simulation: for the 40-year average 1661–
1700, the pressure difference between the Azores and
Iceland is 2.1 hPa smaller than for the period 100 years
later, in good agreement with the value �1.9 hPa as
reported by Shindell et al. (2001a). The decrease in upper
ocean temperature (Fig. 7) and a combination of de-
creased irradiation and high-latitude volcanic forcing
may contribute to positive sea ice anomalies east of
Greenland and around Iceland, regions that are partic-
ularly sensitive to circulation changes in ECHAM
(Stendel et al. 2000), but probably also in reality, since
there is historical evidence (e.g., Lamb 1982) for above
average ice conditions around Iceland around the turn
to the eighteenth century. Once such a cold anomaly has
evolved, it may persist for quite some time: González-
Rouco et al. (2003) show that deep soil temperatures
generally follow surface air temperatures on interannual
and longer timescales; on the other hand, air tempera-
tures may be influenced from the lower boundary
(compare Cox et al. 1999) by widespread below average
soil temperatures (Fig. 5c). In sub-Arctic regions, the
effect may be further enhanced by nonlinear effects such
as freezing of previously unfrozen ground in the transi-
tion zone to permafrost.

Such a quasipersistent weakening of the zonal circu-
lation could, on average, persist for several years and
lead to cold conditions in Europe except in summer,
where the thawing of the upper layer acts as a blocker
from the deeper frozen soils. It would also go along with
an increase of blocking situations. It remains to be
examined if there is a dependence on resolution, since
the remarkable increase in blockings is not apparent in
the coarser resolution (T30) in Zorita et al.’s simulation.
In contrast to the mechanisms discussed above, the
weakening of the ocean gyre circulation, as described in
Zorita et al. (2004), does not seem to play a prominent
role for the present model, as the local freshening in the
northern oceans is compensated by the transport of
saline waters from the tropics.

7 Conclusion

We have conducted a model reconstruction of past cli-
mates, including most forcings, both natural and

Fig. 8 Vertical cross-section of temperature trends (10–3 K/decade)
in the forced simulation (solid line) and the control simulation
(dashed line)
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anthropogenic, which differs in several aspects from
comparable simulations documented so far. Tropical
and high-latitude volcanoes differ distinctly in their cli-
mate effects. It is therefore important to account for the
geographical position of the volcano as well as for the
date of eruption, as long as it is known. Accounting for
both the solar and long-wave contributions from vol-
canic aerosol has a large impact in high latitudes and
locally enhances the effect of comparably small erup-
tions, such as Laki on Iceland. The effect of changing
vegetation is small in the global average, but locally of
comparable magnitude to the other forcings.

The level of externally forced variability in our sim-
ulation is larger than in Crowley’s (2000) energy balance
model. It is also larger than several reconstructions
suggested, in particular that of Mann and Jones (2003).
Qualitatively, it fits best the tree ring based reconstruc-
tion by Esper et al. (2002), at least for the last 300 years.
In our reconstruction, the cold period during the LMM
is the coldest period of the past 500 years, which is also
true for the Zorita et al. simulation with much larger
forcing than used here. This implies that state-of-the-art
climate models are able to simulate multidecadal circu-
lation anomalies, even under conservative forcing
assumptions. In view of past climate evolution, the
warm conditions at the end of the twentieth century are
highly unusual and unprecedented for at least the last
five centuries.

In comparison to high-resolution empirical climate
reconstructions, the model, to some extent, is able to
simulate regional climate anomalies, mainly in winter
(DJF). As can be seen in years following large volcanic
eruptions, it mainly reacts to the reduced insolation, but
fails to reproduce the dynamical effects following such
forcing anomalies.
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