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ABSTRACT

The sensitivity of an atmospheric high-resolution limited area model to a sea state–dependent roughness is
examined. Two sets of Monte Carlo experiments are compared. In the first set the sea state was explicitly
accounted for in the computation of the sea surface roughness. In the second set the roughness was parameterized
by the standard Charnock relation. On climatic timescales of months and longer, the differences between the
two sets are small. On the daily timescale large deviations between individual realizations of the two ensembles
in the order of several hectopascals are occasionally found suggesting a considerable impact of the sea state–
dependent roughness on the atmospheric circulation. It is shown, however, that the comparison of individual
realizations, a frequently used approach in regional sensitivity studies, can be misleading. It is found here that
the largest differences between the two ensembles occurred simultaneously with high inherent model variability.
In these situations an eventually existing impact of the sea state–dependent roughness on the atmospheric
circulation could therefore not be discriminated from the background variability and the null hypothesis that
both ensembles stem from the same population could not be rejected at given risk. At times at which the internal
model variability was small a statistically significant impact of the sea state–dependent roughness on the at-
mospheric circulation was found. However, the impact was small and it is concluded that compared with the
sea state–dependent parameterization used in this study the Charnock relation represents a reasonable param-
eterization in regional atmospheric climate models.

1. Introduction

The presence of waves at the sea surface introduces
an additional stress to the airflow. The waves extract
momentum from the airflow, which is used in building
up and maintaining the sea surface wave field. The
wave-induced stress represents a considerable fraction
of the total stress within the atmospheric surface layer
(e.g., Janssen 1989).

In atmospheric general circulation models (AGCMs)
the roughness of the sea surface z0 is usually parame-
terized in terms of the Charnock relation (Charnock
1955) as

z0 5 ac g21,2u* (1)

where u* represents the friction velocity and g the ac-
celeration of gravity. The parameter ac is a dimension-
less constant called the Charnock parameter. Usually,
the Charnock parameter is chosen in a way that it rep-
resents the best fit to a large number of available da-
tasets; that is, it represents the mean value over a wide
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range of different sea states (Wu 1982). However, there
is considerable scatter within the data around this mean
value that may be attributed to a combination of several
factors: an eventually existing sea state dependence of
the Charnock parameter, observational uncertainties,
and various local processes unaccounted for. Theories
that explicitly account for the sea state dependence of
the momentum flux have been developed and tested by,
for example, Janssen (1989, 1991), Chalikov and Makin
(1991), Makin et al. (1995), and most recently by Makin
and Kudryavtsev (1999).

In atmospheric circulation models the Charnock pa-
rameter is usually treated as a constant. Several authors
tested whether this assumption is a serious constraint
for atmospheric modeling. By using coupled atmo-
sphere–wave models they studied the impact of a pa-
rameterization that explicitly accounts for the sea state
dependence of the momentum flux (hereinafter called
sea state–dependent momentum flux) on the atmospher-
ic circulation. Weber et al. (1993) and Weber (1994)
first coupled a global AGCM with a global version of
the wave model WAM (WAMDI Group 1988). They
found that the changes in the surface fluxes in their
model were too small to modify the climatological mean
atmospheric circulation significantly. They concluded
that in state-of-the-art climate models wave growth is
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not a relevant process for the large-scale atmospheric
circulation. This finding was consistent with an ideal-
ized experiment, in which an atmospheric GCM showed
little sensitivity to an (unrealistically large) increase of
surface roughness in the storm track of the Southern
Ocean (Ulbrich et al. 1993). Although a constant in-
crease of the sea surface roughness is not equivalent to
modeling sea state–dependent effects, this sort of ex-
periment may provide an estimate of the order of mag-
nitude of the expected impact. Later, Janssen and Vi-
terbo (1996) used a global coupled atmosphere–wave
model with a higher spatial resolution than Weber et al.
(1993). They found a small but statistically significant
impact of wind waves on the mean atmospheric circu-
lation and concluded that the atmospheric response
found in the experiment of Weber et al. (1993) and
Weber (1994) was too small because of the coarse spatial
resolution of the models used by these authors.

Other studies focused more on the description of the
modified physical processes at the air–sea interface due
to the application of a sea state–dependent parameter-
ization of the momentum flux. For instance, using the
theory of Janssen (1989, 1991) for the computation of
the sea state-dependent momentum flux at the air–sea
interface Doyle (1995) and Lionello et al. (1998) cou-
pled two different high-resolution atmospheric limited
area models with a wave model and investigated the
impact of the sea state dependence of the momentum
flux on the development of a depression under idealized
conditions in a situation of strong baroclinicity. Al-
though, their results differ quantitatively they reached
similar conclusions: compared to the Charnock param-
eterization the momentum flux between atmosphere and
ocean is enhanced at the peak of a storm, leading to an
enhanced surface roughness and causing a higher sur-
face friction. In turn, the wind speeds and the wave
heights are reduced and the depression becomes less
intense. In both studies, the strength of the atmospheric
response depends crucially on the strength of the de-
pression itself. The changes in the atmospheric pressure
field and the wind speed are restricted to the core region
of the storm. These findings are consistent with the chain
of effects described by Ulbrich et al. (1993) as atmo-
spheric response to heavily enhanced surface roughness
in a global model.

Janssen et al. (1997) showed a similar response of an
atmospheric model for a realistic synoptic situation and
model setup. However, using a sea state–dependent pa-
rameterization of the momentum flux they also found
cases in which depressions were intensified compared
to experiments in which the Charnock relation was used.
They concluded that in these cases the effect described
above is overcompensated for by enhanced heat fluxes
that are due to enhanced coupling at the air–sea interface
and lead to a further intensification of the depression.
However, in agreement with the idealized case studies,
Janssen et al. (1997) found the strongest atmospheric

response in atmospheric situations that were character-
ized by strong baroclinic conditions.

In this paper, we describe two sets of Monte Carlo
experiments using two given approaches for the param-
eterization of the sea surface roughness. In the first set,
the atmosphere High-Resolution Limited Area Model
(HIRLAM) was integrated using the standard Charnock
relation for the computation of the sea surface rough-
ness. In the second set, the HIRLAM model was coupled
with the wave model WAM and a sea state–dependent
roughness was computed using the wind over waves
coupling theory of Janssen (1989, 1991). The objective
of this study was twofold, namely to investigate to what
extent differences between individual realizations of the
two sets, a commonly used approach for assessing the
sensitivity of regional climate models, do or do not rep-
resent the atmospheric response to the modified mo-
mentum flux parameterization and to assess whether an
atmospheric response to the sea state–dependent mo-
mentum flux may be separated from the background
atmospheric variability at a statistically significant level.
The study is entirely focused on the statistical analysis
of the problem and does not discuss the physics at the
air–sea interface or possible drawbacks of the different
parameterizations. Furthermore, we concentrate exclu-
sively on the atmospheric circulation. We do not con-
sider possible implications for wave and storm surge
modeling.

In the following we will show that a large scatter
between any two realizations from the two ensembles
but also between any two realizations within each set
of experiments does exist. The large differences between
individual realizations of the two sets of experiments
that occasionally occur on the daily timescale are found
only when the variability within each ensemble is large,
too. In these situations the wave impact on the atmo-
spheric circulation can therefore not be separated from
the background atmospheric variability. Nevertheless,
in some cases a statistically significant response of the
atmosphere model to the sea state–dependent momen-
tum flux was found. In these cases, although statistically
significant, the absolute values are small. We show fur-
ther that on timescales of months and longer the dif-
ference between the two approaches is negligible and
as a conclusion the Charnock relation appears to be a
reasonable parameterization in climate models. Section
2 briefly describes the applied model and the Monte
Carlo experiments performed. Our results are presented
in section 3. A summary and discussion are given in
section 4.

2. Brief description of model and experiments

a. The model

For this study we used the coupled limited area at-
mosphere–wave–ocean model ECAWOM (Weisse and
Alvarez 1997). ECAWOM consists of the atmospheric
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FIG. 1. The model domain. Dashed lines show regular spherical
coordinates. The solid lines represent topography and show New-
foundland, Greenland, Iceland, the British Isles, and Europe (clock-
wise from the left).

TABLE 1. The quantiles qx with x 5 0.1%, 1%, 50%, 99%, and
99.9% for the spatial frequency distributions of the differences of the
annual mean SLP ( ) and the ratio of the annual SLPESD CTRp 2 pi i

standard deviation ( ) obtained from the two 1-yr realizationsESD CTRs /sp pi i

of the ESD and the CTR ensemble. For the instantaneous differences
Dpit the quantiles refer to a sample size of 5084 grid points 3 1456
time steps. For definitions see text.

Variable q0.1 q1.0 q50.0 q99.0 q99.9

p 2 p , hPaESD CTR
i i

ESD CTRs /sp pi i

Dpit, hPa

20.069
0.988

22.930

20.60
0.991

20.800

0.000
0.999
0.000

0.122
1.005
1.100

0.193
1.007
3.100

model HIRLAM (Källén 1996), the wave model WAM
(WAMDI Group 1988) and an ocean model. In order
to be able to allocate the differences between our ex-
periments either to internal dynamics of the atmosphere
model or to the different formulations of the sea surface
roughness, the ocean model was switched off in the
present study.

The model operates on a rotated spherical grid with
a 0.58 3 0.58 horizontal resolution and a south pole at
588S, 648W. The integration area (Fig. 1) was selected
such that it covers most of the North Atlantic storm
track, that is, an area in which in principle a large at-
mospheric sensitivity to a sea state–dependent rough-
ness can be expected according to the results of, for
example, Doyle (1995) or Lionello et al. (1998). The
time step is 5 min for the atmosphere and 20 min for
the wave model. In a sponge zone (Davies 1976) along
the lateral boundaries, the European Centre for Medium-
Range Weather Forecasts reanalyses with a horizontal
resolution of approximately 1.58 3 1.58 (Gibson et al.
1996) are forced upon the regional atmospheric model.
The wave model was initialized with a wind-indepen-
dent spectrum.

b. The experiments

Two sets of experiments were performed. In the first
set, hereafter referred to as control (CTR), the sea sur-
face roughness is obtained from the standard Charnock
relation. In the second set, the impact of waves is ex-
plicitly accounted for in the calculation of the sea sur-
face roughness using the wind over waves coupling the-
ory of Janssen (1989, 1991). In the following we refer
to the second set as explicitly sea state dependent (ESD).

All experiments were carried out for the year 1993.
In particular, the following realizations were computed:

R For each set a 1-yr integration from 1 January to 30
December was performed.

R Five separate runs for January were made for each
set with initial conditions for 2, 3, 4, 5, and 6 January.
A sixth realization is given by the January of the 1-yr
integration.

R Analogously, for each set five separate experiments
for June were performed with initial conditions vary-
ing from 2 to 6 June. The June of the 1-yr integration
can be interpreted as a sixth realization.

In all experiments the first three model days were
discarded as spinup days since the wave model was
initialized with a wind-independent wave spectrum.
Since we are interested only in the response of the large-
scale atmospheric circulation we investigated standard
meteorological fields such as sea level pressure (SLP),
500- and 850-hPa geopotential height and temperature,
or relative humidity at 700 hPa. Since the results for all
these variables remain principally the same the follow-
ing discussion focuses exemplarily on SLP. Some results
for 500-hPa geopotential height are shown additionally.

3. Results

a. Sea state versus control in the 1-yr realizations

To elaborate the changes in the frequency distribution
of SLP p between the two 1-yr realizations from the
ESD and CTR ensemble the annual mean p and the
annual standard deviation sp of SLP were computed
locally at each grid point i ( , , , and ).ESD CTRp p s sESD CTRi i p pi i

Additionally, instantaneous differences Dpit at each time
t were calculated:

Dpit 5 2 .ESD CTRp pit it (2)

The frequency and the size of these changes are il-
lustrated in Table 1. The differences of the yearly av-
eraged SLP, which provide an indication of an overall
shift of the local frequency distribution to larger or
smaller values, are relatively small. Only at 2% of the
grid points did these changes exceed 20.06 or 0.12 hPa.
The largest differences found were in the order of 0.2
hPa. Additionally, the annual standard deviations in the
ESD and the CTR experiment are rather similar and the
local ratio among both, which yields an indication of
the change of the width of the local frequency distri-
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FIG. 2. (top) Spatial bias b and (bottom) rmsd for SLP in hPa between the two 1-yr realizations
of the ESD and the CTR ensemble.

bution, is very close to one. We therefore conclude that
in these experiments the changes in the temporal and
spatial probability distribution of SLP due to the pres-
ence of interactive waves at the sea surface are minor.
There is, however, on average a very small tendency
for a slightly reduced SLP variability. This feature
agrees qualitatively with the general findings of Doyle
(1995), Lionello et al. (1998), and Ulbrich et al. (1993).

Additionally, we compared local instantaneous SLP
differences (2) between both experiments. These dif-
ferences provide an indication of the frequency and the
size of large events (Table 1). It can be inferred that
even locally and instantaneously it is most likely to find
only small differences between both experiments that
rarely exceed 61 hPa. Infrequently, however, positive
and negative differences of several hectopascals may
occur, as indicated by the 0.1% and 99.9% quantiles.

To elaborate the time development of the differences
in more detail we calculated the time-dependent spatial
bias b,

M1
ESD CTRb 5 (p 2 p ), (3)Ot it itM i51

and the spatial root-mean-square difference (rmsd),

M1
ESD CTR 2rmsd 5 (p 2 p ) , (4)Ot it it!M i51

between the SLP fields of both simulations. Here ESDpit

and denote the SLP at time t and grid point i inCTRpit

the ESD and the CTR simulation, respectively, and M
5 5084 represents the total number of grid points in
the model domain.

Figure 2 shows the bias and the rmsd between the
ESD and the control simulation for 1993. Generally,
deviations between both experiments are small. How-
ever, intermittently large biases and rmsd occur. At these
times SLP differences in the order of 610 hPa were
found among both simulations at some grid points. An
example of such a situation is presented in Fig. 3. It
can be inferred that the synoptic situation is simulated
fairly similarly in both realizations. However, details
differ. For instance, at 13 January the modeled depres-
sion in the ESD realization is about 4 hPa deeper than
in the control realization while it is about 4 hPa shal-
lower two days later. Additionally, the exact positions
of the depressions differ slightly as well. Due to the
large SLP gradients in this area both effects accumulate
to large differences at a few grid points. Locally, the
largest differences found were about 612 hPa at 13 and
15 January.

In the following we will show that these differences,
although large, cannot be considered as the response of
the atmosphere model to the sea state–dependent rough-
ness. Instead, in these situations the variability due to
the internal dynamics of the atmospheric model itself
is high and prevents the separation of an eventually
existing atmospheric response from the background var-
iability.

b. Ensemble calculations

To investigate to what extend the large differences
between the ESD and the control simulation in January
and June can be considered as a response of the at-
mosphere model to the sea state–dependent parameter-
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FIG. 3. SLP in hPa at 0600 UTC at 13, 14, and 15 Jan (from top to bottom) from (left) the 1-yr ESD and (middle) the 1-yr CTR
simulation together with (right) the local SLP differences in hPa between both simulations.

ization of the momentum flux, a number of ensemble
calculations for these months were carried out (cf. sec-
tion 2b). The principal idea behind these computations
is the following: differences between several realiza-
tions of the CTR experiment can only arise as a result
of internal atmosphere model variability. On the other
hand, the changes in the atmospheric circulation ob-
tained in the ESD experiments generally consist of two
constituents, namely the response of the atmosphere to
the varying momentum flux due to the presence of
waves at the sea surface (hereafter referred to as signal)
and the inherent internal variability of the atmosphere
model itself (hereafter referred to as noise). To separate
between both effects, noise levels were estimated by
means of ensemble calculations.

1) NOISE LEVEL

The view that in regional simulations ‘‘noise’’ would
emerge is not widely acknowledged. In many sensitivity
studies in which the impact of a ‘‘treatment’’ (e.g., a
modified parameterization or boundary condition) is
studied, the difference between a control and an exper-
imental simulation is taken as being entirely related to
this treatment (e.g., Schär et al. 1999). Also the above-
mentioned process studies by Doyle (1995) and Lionello
et al. (1998) have adopted this view. Only recently have
ensemble simulations been done to characterize the de-
gree of inherent uncertainties originating from internal
chaotic dynamical processes (e.g., Ji and Vernekar 1997;
Rinke and Dethloff 2000). Indeed, when noise is un-
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FIG. 4. (top) Bias and (bottom) rmsd of (solid) the six control simulations and (dotted) the six
ESD simulations relative to their ensemble mean, respectively.

derstood as the integrated effect of many chaotic pro-
cesses, such noise is generated on all spatial scales and
not only in global atmospheric models. A difference to
global simulations is, though, that the boundary control
keeps the evolution in the regional integration domain
somewhat bounded. We will later demonstrate (Fig. 4)
that sometimes the trajectories strongly diverge while
in other situations the trajectories converge or stay close
together. Of course, such differences between different
realizations will be smaller for smaller model domains,
where the control by the lateral boundaries is more ef-
ficient (Rinke and Dethloff 2000). The same holds for
spectral nudging forcing (von Storch et al. 1999; F. Feser
1999, personal communication).

A consequence of this view is that an analysis of
regional sensitivity requires estimates of the noise level,
exactly as has been pointed out earlier in the classical
paper of Chervin and Schneider (1976) (for a review,
refer to von Storch and Zwiers 1999). To check whether
the differences are the result of random variations, uni-
or multivariate tests are applied. In most cases, a con-
ventional t-test is adopted.

When the noise level is stationary, that is, indepen-
dent of time, it may be calculated from extended sim-
ulations. This is done for instance in global climate
simulations, where stationarity of the noise is assumed
for the specific seasons. In the case of regional models,
which are generally run for few months or years only,
the noise level cannot be regarded as stationary but
depends on the synoptic situation enforced along the

lateral boundaries. In that case, multiple integrations, or
ensemble or Monte Carlo simulations, are needed.

In this study the latter approach was adopted. Ensem-
ble integrations for both the CTR and the ESD exper-
iments for January and June were carried out (cf. section
2b). These are the months for which the largest differ-
ences between the two 1-yr realizations were found. In
the following we concentrate on the January simula-
tions. The analysis for June yields essentially the same
result.

For each time t and at each grid point i the ensemble
mean for SLP ^ & was calculated from the k 5 1,CTRpitk

. . . , 6 control realizations where ^ · · · & denotes ensem-
ble averaging. Subsequently, a time-dependent spatial
bias and a spatial root-mean-square difference were
computed relative to this ensemble mean, analogously
as in Eqs. (3) and (4). Compared to the ensemble mean
the bias is indicative for the mean deviation of a real-
ization while the rmsd measures the intensity of the local
deviations from the ensemble average. The same cal-
culations were repeated for the ESD experiments. The
results of both computations for January are shown in
Fig. 4.

It can be obtained that there is considerable variability
between the two ensembles as well as within each en-
semble. The latter is entirely related to the inherent in-
ternal variability of the model and was excited only by
the modified initial conditions. The order of magnitude
of the variability is the same for both ensembles.

To illustrate the variability inherent in the control
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FIG. 5. Local SLP differences in hPa between three control realizations. Shown are the differences at 0600 UTC for 13, 14, and 15 Jan (from
top to bottom) between the experiments with initial conditions from (left) 3 and 1 Jan, (middle) 6 and 1 Jan, and (right) 6 and 3 Jan.

simulations Fig. 5 shows the SLP differences at 0600
UTC at 13, 14, and 15 January between the three control
realizations starting at 1, 3, and 6 January. It can be
inferred that the differences within the control ensemble
may have the same order of magnitude (e.g., up to 16
hPa between the realizations with initial conditions from
6 and 3 January) and a similar spatial structure as the
SLP differences between the 1-yr ESD and the 1-yr CTR
simulations (Fig. 3). Therefore, the large SLP differ-
ences obtained between the two 1-yr simulations in Jan-
uary and June reveal nothing about the sensitivity of
the atmospheric circulation to a sea state–dependent mo-
mentum flux. They can be a result of both, sea state–
dependent effects or modified initial conditions. An as-
sessment on the basis of two individual realizations is
not possible. In the following we therefore compare the

signal to the noise level to assess to which degree dif-
ferences are caused by model sensitivity or by random
effects.

2) COMPARING SIGNAL WITH NOISE LEVEL

When comparing the two 1-yr integrations it was im-
plicitly assumed that the noise level was stationary, that
is, independent of time. However, the analyses of the
previous section showed that this assumption is not valid
in our case. In the following we therefore assess the
significance of the signal by comparing it with the non-
stationary noise level. Two different views are adopted.
In the first we investigate whether a statistically signif-
icant effect exists in general, in the second the statistical
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FIG. 6. (top) Spatial bias and (bottom) rmsd for SLP in hPa between (bottom) the ESD realizations
and the ensemble mean of the control simulations. The gray-shaded areas represent the 95%
confidence interval estimated from the control simulations.

significance of a signal at given time and/or location is
assessed.

To find out whether there is a statistical significant
effect in general we did the following. First, the 95%
confidence intervals of the bias and the rmsd were de-
rived from the control simulations. Then, the spatial
biases and rmsd of the ESD realizations were computed
relative to the ensemble mean of the control realizations.
Finally, we counted how often the spatial biases and
root-mean-square differences left the 95% confidence
band obtained from the variability in the control reali-
zations. For January, the result of this procedure is
shown in Fig. 6. When the null hypothesis (both en-
sembles stem from the same population) cannot be re-
jected, the ESD realizations are expected to fall within
the 95% confidence band 95% of the time. However,
this is not the case (Fig. 6). For both, bias and rmsd
only roughly 60% of the values fell within the 95%
confidence band, indicating that on average both en-
sembles are significantly different in a statistical sense.
However, using this method, no conclusions on the sta-
tistical significance of individual differences (for in-
stance the 12 hPa between the 1-yr ESD and CTR re-
alizations at 15 Jan) can be obtained. Furthermore, clos-
er inspection of Fig. 6 reveals that the decision is mainly
based on the second half of the examined period and
that it is more likely to detect a significant response if
the noise is small. However, in our experiments these
cases usually came along with small signals too.

To assess the statistical significance of SLP differences
at a particular time we used the local t test (e.g., von
Storch and Zwiers 1999; Frankignoul 1995). In this test

the null hypothesis that two univariate random variables
x and y have equal means is tested. If both samples have
the same sample size N the t statistic T is given by

^y & 2 ^x &t tT 5 . (5)t

2
St!N

Note that the sample mean in (5) is not identical with
the true mean that would be obtained from a sample
with infinite sample size. This is accounted for by the
denominator in (5) where S denotes the pooled estimate
of the standard deviation (e.g., von Storch and Zwiers
1999):

N N

2 2(x 2 ^x &) 1 (y 2 ^y &)O Otk t tk tk
k51 k512S 5 . (6)t 2N 2 2

The test statistic (5) has the form of a signal-to-noise
ratio, with the unbiased estimate of the difference (sig-
nal) in the numerator, and an estimate of the expected
random difference (noise) in the denominator. It can be
inferred that a large T value does not necessarily imply
a large signal, nor that a large signal automatically re-
sults in a large T value. We will show below that this
point is crucial for assessing the results of our experi-
ments.

The test statistic (5) was computed for the ensemble
means of the spatial bias and the rmsd for each time
step t in which both spatial bias and rmsd were com-
puted relative to the respective ensemble mean of the
control ensemble. Under the null hypothesis that the
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FIG. 7. The t statistic (5) for (solid) bias and (dashed) rmsd. The 95% confidence interval is
indicated in gray. The points A and B are referred to in Fig. 8.

ensemble means of the bias and the rmsd of the control
and the ESD simulations are identical, (5) has a t dis-
tribution with 2N 2 2 5 10 degrees of freedom. In the
present analysis we adopt a 95% significance level so
that the null hypothesis is rejected if T . 2.23 where
2.23 represents the 97.5% critical value of the t distri-
bution with 10 degrees of freedom.

Figure 7 compares the t statistics for the SLP bias
and root-mean-square difference against the critical val-
ue of 2.23. Most of the time both ensembles can be
separated at the 95% confidence level. A striking result
is that in mid-January the ensembles cannot be separated
from each other, although the largest deviations between
individual realizations of the ESD and the CTR ensem-
ble were found in this period (cf. Figs. 3 and 6). On the
other hand, the ensembles can be clearly separated at
the end of January, where only small deviations between
both ensembles occur (Fig. 6). This is due to the fact
that large deviations between the ESD experiments and
the control runs always correspond with times in which
both the CTR and ESD runs show a high internal var-
iability, too. Therefore, large deviations between indi-
vidual members of the ensembles or even between the
ensemble means do not necessarily indicate statistical
significance of the results. On the contrary, it seems
more likely to find a statistical significant response in
periods in which the internal variability of the atmo-
sphere is small. In our case this means, however, that
the obtained atmospheric response, although statistically
significant, is weak.

To further illustrate this point, two periods are com-
pared in Fig. 8. The first period (0600 UTC 15 Jan) is
characterized by local SLP differences of up to 64 hPa
between the ensemble means of the ESD and the CTR
experiments, large internal atmospheric variability (cf.
Fig. 6), and a small signal-to-noise ratio (cf. Fig. 7).
The second period (0000 UTC 29 Jan) is characterized
by small local SLP differences of up to 60.75 hPa, small
internal atmospheric variability, and a large signal-to-
noise ratio. The different degrees of variability within
and between the two ensembles on these days can also
be obtained from the 500-hPa geopotential height field
(Fig. 8). It can be inferred that, although statistically

significant, the atmospheric response at 29 January is
weak and may be considered as physically irrelevant
while it is not clear whether the large SLP differences
at 15 January are a result of the modified momentum
flux parameterization or the internal model variability.
In other words, in this case an eventually existing impact
of the sea state–dependent momentum flux on the at-
mospheric circulation may not be discriminated from
the background variability. Therefore, it cannot be con-
cluded that these differences solely represent the model
sensitivity due to the modified momentum flux param-
eterization. To further emphasize this point a local t-test
analogous to (5) was applied for the ensemble means
of the SLP in Fig. 8. The result of this test shows that
the areas where the largest SLP differences were found
do not coincide with those areas that are statistically
significant at the 95% confidence level.

The fact that usually large differences between the
ensembles fell together with small signal-to-noise ratios
is elaborated in Fig. 9. The scatterplot shows that gen-
erally the largest values for the t statistics are found
when the differences between the two ensembles are
small. On the other hand, for the largest differences the
t statistics are small since they usually occur simulta-
neously with high internal model variability. The dec-
lination of the scatter in the plots is due to the fact that
the denominator in (5) is always nonzero and therefore
T yields zero if the nominator is zero.

4. Summary and discussion

The impact of a sea state–dependent roughness on
the atmospheric circulation in a high-resolution limited
area model was investigated using Monte Carlo tech-
niques. A number of ensemble runs with and without a
sea state–dependent momentum flux was carried out. It
was shown exemplarily for SLP that locally large dif-
ferences on the order of 610 hPa can occur between
individual members of the ensembles. However, the
Monte Carlo experiments showed that these differences
usually coincide with a large inherent internal variability
of the model and can therefore not be a priori considered
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FIG. 8. (left) Local SLP differences in hPa between the ensemble means of the ESD and the CTR simulations;
(right) 500-hPa geopotential height in gpm for (solid) the six ESD and (dotted) the six CTR realizations. (top)
The situation at 0600 UTC 15 Jan, (bottom) the situation at 0000 UTC 29 Jan (cf. points A and B in Fig. 7).
Areas for which the local t statistics exceed the value for the 95% confidence limit are indicated in gray. Note
that the contour interval varies in the SLP plots.

as model sensitivity to the modified momentum flux
parameterization.

We found that the largest SLP differences between
the ensembles as well as between individual realizations
within an ensemble usually occurred in particular syn-
optic situations that were characterized by strong bar-
oclinicity and large horizontal SLP gradients. These are
situations in which small random variability in the at-
mospheric model (e.g., small dislocations of depressions
or differences in the absolute pressure) lead to large
differences, if different realizations are compared with
each other. Unfortunately, these situations coincide with
those atmospheric conditions in which a strong impact
of the sea state on the atmospheric circulation is usually
expected (e.g., Doyle 1995; Lionello et al. 1998; Janssen
et al. 1997). It is therefore hard to distinguish between
the response of the atmosphere model to a modified
parameterization of the momentum flux and the inherent
model variability. We suggest that it is more likely that
in these cases the true signal is obscured by internal
atmospheric variability and may not be obtained from

the direct intercomparison of two model simulations.
Further sensitivity studies in this area therefore require
an estimate of the level of internal model variability for
assessing the statistical significance of the results ob-
tained.

The application of Monte Carlo techniques to esti-
mate the level of internal model variability is not a new
approach. Monte Carlo techniques are a commonly used
tool to assess the sensitivity of global climate models
(e.g., Cubasch 1985; Cubasch et al. 1994) or the skill
of numerical weather forecasts (e.g., Molteni et al.
1996). Janssen and Viterbo (1996) also used this ap-
proach to assess the sensitivity of a global coupled at-
mosphere–wave model. However, for regional atmo-
spheric modeling it is widely believed that the model
is to a large extent controlled by the prescribed lateral
boundary conditions and that the sensitivity to the initial
conditions can be considered as minor. For instance,
Sass and Christensen (1995) pointed out that in the con-
text of regional atmospheric modeling the fundamental
question to be addressed is how strongly is the interior
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FIG. 9. Local t statistics as function of the the local difference of
the ensemble means of the six ESD and the six CTR realizations for
all grid points and all time steps in Jan.

solution affected by the quality of the boundary con-
ditions. In our experiments the lateral boundaries are
always identical. However, we found that under certain
atmospheric conditions the interior solutions may also
differ considerably as a result of the modified initial
conditions. The importance of the boundary conditions
for the model solution is nevertheless underlined by the
fact that some time after a large scatter of the model
solutions was observed, the solutions converged again
and the scatter was reduced. Further examples of the
need of ensemble calculations with regional atmospheric
models in sensitivity studies have recently been pro-
vided by, for example, Ji and Vernekar (1997) or Rinke
and Dethloff (2000). In atmospheric forecasting the
Monte Carlo approach is already widely spread. A num-
ber of national weather forecast services use stochastic
techniques in combination with regional models to ac-
count for the fact that a number of atmospheric states
exist in which the atmosphere models behave less stable
than in others. For instance, the German Weather Ser-
vice uses a so-called MIX philosophy, in which the
output from several different models is used as different
realizations (Balzer 1998). In the context of this phi-
losophy the results of F. Feser (1999, personal com-
munication) are interesting and can be considered as
another independent realization of the January 1993 pe-
riod: Feser forced the regional atmosphere model
REMO with the National Centers for Environmental
Prediction–National Center for Atmospheric Research
reanalysis data using a spectral nudging technique (von
Storch et al. 1999) leading to enhanced control of the
dynamical evolution by the prescribed large-scale evo-
lution. She found that the REMO model also showed

enhanced internal variability in the middle of January
1993.

In previous studies it was often argued that the at-
mospheric response to a sea state–dependent momentum
flux may crucially depend on the model resolution used
(e.g., Janssen and Viterbo 1996). In our study we there-
fore used a horizontal resolution of roughly 50 km 3
50 km, which is comparable to the resolutions used in
the studies by Doyle (1995) and Lionello et al. (1998)
and even finer than the resolution used by Janssen and
Viterbo (1996). However, running a global AGCM at
this resolution is currently not feasible. As a compro-
mise we decided to use a limited area model at a suf-
ficiently high spatial resolution. The problem that the
interior solution of such a model is to a large extent
determined by the boundary conditions was solved by
using the same lateral boundary conditions in all ex-
periments such that the obtained response consists solely
of the atmospheric response to the modified momentum
flux at the sea surface and the internal model variability.
The model was set up such that it covers most of the
North Atlantic storm track. In this area wind and wave
height variability is the largest worldwide and to a large
fraction associated with the baroclinic instabilities (e.g.,
Bauer and Staabs 1998). According to theory, one would
therefore expect a larger atmospheric response in this
area compared to a region outside the storm track.

While the sensitivity of the atmospheric circulation
to the modified momentum flux parameterizations was
minor on timescales of months and longer we found that
temporary large differences between individual reali-
zations occurred. However, these differences occurred
simultaneously with enhanced model variability such
that in these situations the detection of an eventually
existing sea state–dependent response of the atmospher-
ic circulation was prevented. It should be emphasized
that in our experiments the model was run in ‘‘climate
mode’’; that is, the model was initialized once at the
beginning of the simulation and then forced only by the
boundary conditions. This is different from operational
weather forecasts where the regional models are reini-
tialized periodically from global model simulations.
Hence there remains a possibility that in the latter type
of simulations the effect of a sea state–dependent pa-
rameterization on the atmospheric circulation may be
larger if the model results depend more on the wave-
dependent evolution of the initial conditions than on the
wave-independent boundary forcing.

Waves play an important role in the air–sea interac-
tion and they determine the stress at the air–sea interface
to a large extent (e.g., Janssen 1989; Makin et al. 1995).
The explicit account of waves in the calculation of the
sea surface roughness may have implications for a num-
ber of research areas such as wave, storm surge, or
atmospheric modeling. In this study we focused exclu-
sively on the consequences for regional atmospheric
modeling. Consequences for wave and storm surge mod-
eling were not considered. The implications for the at-
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mospheric circulation were assessed using a rather prag-
matic approach. Rather than discussing physical aspects
of the air–sea coupling we limit ourselves to a statistical
analysis of the atmospheric response using two presently
available state-of-the-art momentum flux parameteri-
zations. We found that on longer timescales the fre-
quency distribution of SLP does not change substan-
tially due to the explicit account of waves in the cal-
culation of the sea surface roughness. Because the latter
makes the approach rather time consuming from a com-
putational point of view we suggest that presently the
Charnock relation provides a sufficiently reasonable pa-
rameterization of the momentum flux at the sea surface
in regional atmospheric climate models.
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